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## Letter from the Editors

by Brad R. Conrad, Director, SPS and Sigma Pi Sigma; Will Slaton, Professor and Coordinator of Engineering Physics, University of Central Arkansas; and Kendra Redmond, Editor, The SPS Observer


## 66

"The mere formulation of a problem is often far more essential than its solution, which may be merely a matter of mathematical or experimental skill. To raise new questions, new possibilities, to regard old problems from a new angle requires creative imagination and marks real advances in science."
-Albert Einstein

The Society of Physics Students, which is supported by the American Institute of Physics (AIP), is proud to produce the Journal of Undergraduate Reports in Physics (JURP). JURP launched in 1981 out of Guildford College, then called the Journal of Undergraduate Research in Physics, as a publication dedicated to sharing the research pursuits of undergraduates in physics, astronomy, and related fields. JURP's founder, Dr. Rexford Adelberger, described its origins in Volume 10:

The research projects that most undergraduate students can complete during their brief stay at college seldom met the rigorous requirements of [professional journals]. This does not mean that the work lacked new physics and clever insights, it was just not of the scope expected of people whose profession is to do research in physics. Yet, we were convinced that the learning and rewards that come from writing up the research in a professional manner and learning to communicate using the professional media had a definite place in the undergraduate program of study in physics.

Undergraduate research and scholarship are the bedrock of physics and astronomy education and indispensable tools for deep learning. As Einstein alluded to in his statement above, physics is not necessarily about reaching a solution or a final value but the process of exploring the problem itself. Sharing that exploration is an essential part of being a scientist. We must learn from each participate in this vital process.

There is no cost to publish in JURP beyond an SPS membership. All papers are peer reviewed by experts, and published papers are given a DOI by AIP Publishing. Print copies of JURP are sent to all SPS members each summer, and the articles are also published and archived online. As you reflect on your summer research experience or begin a new project in the coming year, keep JURP in mind. We would love to share your work in the 2023 issue. You can learn more about the JURP submission process at www.spsnational.org/jurp.

Communicating research is an integral component of scientific inquiry and a linchpin of the discipline. We hope you enjoy this issue, learn from your colleagues, and are inspired to contribute if you so desire. There is so much fun to be had! //

[^0]AIP Member Societies:
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# The Rotation Curve of the Milky Way Galaxy as Evidence for Dark Matter 

Huma Jafree, ${ }^{\text {a) }}$ Rebekah Polen, ${ }^{\text {b) }}$ Deonna Woolard, and Rachele Dominguez Randolph-Macon College, 304 Henry Street, Ashland, Virginia, USA
a) Corresponding author: humajafree@go.rmc.edu
b) Corresponding author: bekahpolen@go.rmc.edu

$$
\begin{equation*}
G \frac{M m}{r^{2}}=\frac{m v^{2}}{r} \tag{2}
\end{equation*}
$$

Equation (2) can be algebraically simplified to give the orbital velocity in Eq. (3).

$$
v=\sqrt{\frac{G M}{r}}
$$

If Eq. (3) is rearranged, it is easier to see how mass affects the change in velocity with respect to $r$. Since $G$ is a constant, the only variable in the equation affecting the observed result $v$ is the mass. Here, Eq. (4) shows how $v$ falls off like $r^{-1 / 2}$, the definition of a Keplerian falloff.

$$
\begin{equation*}
G^{-1 / 2} v=M^{1 / 2} r^{-1 / 2} \tag{4}
\end{equation*}
$$

The Milky Way galaxy is more complicated than a spherical model suggests in that it is shaped like a disk and is not cylindrically symmetrical. However, more sophisticated models taking this geometry into account still predict a Keplerian falloff [8].
Velocity empirically does not fall off like $r^{-1 / 2}$; rather, previous studies, including Fig. 1, indicate that velocity levels off to $r^{0}[6,9,10,11,12]$. Therefore, for velocity to be higher, mass must be greater than what we can estimate with luminous matter.

## METHODS AND OBSERVATIONS

## Specifications of the 20-Meter

In order to map the rotation curve of the Milky Way galaxy, observations were taken on the 20 -meter telescope every $5-10^{\circ}$ declination along the galactic plane begiming at $-30^{\circ}$, the location of Sagitarius A. These coordinates wer converted to galactic longitude $l$ and translated to observations taken between $0<l<80^{\circ}$. The telescope was configure to take "on/off" observations of each set of coordinates for a duration of 60 seconds and an integration time of 1 second Off observations were taken $-5^{\circ}$ right ascension ( $\alpha$ ) and $-5^{\circ}$ declination ( $\delta$ ) from the target observation. On/off observations show a difference in the amount of detected neutral hydrogen on the galactic plane compared to neutral hydrogen off the galactic plane. Since the galactic plane is very rich in hydrogen and dense with stars and material, there is a very strong neutral hydrogen detection on the plane which can be reliably used to calculate velocity at radial increments from the galactic center. We checked that the on observations were correctly aligned on the plane of the galaxy by visually confirming that the off observations were only noise. Optical problems such as extinction do no affect this data, since these observations are taken in the radio hydrogen in the entire line of sight to the other end of the galaxy.
Our observations frquency associated with neutral hydrogen is 1420.41 MHz , also known as the 21 -centimeter line. For observing neutral the collected data was $1420-1480 \mathrm{MHz}$. These parameters were chosen to ensure a clear measurement of the $21-\mathrm{cm}$ lin while avoiding public radio frequency interference (RFI) that would compromise the data The 20 -meter telescope is connected to the SkyNet Robotic Telescope Network through the University of North Carolina Chapel Hill to be operated remotely SkyNet does not produce FITS files for on/off observations that yield spectral line results; rather SkyNet has its own user interface which cannot be exported Peak frequencies from our observations could be Nortained within 0.005 MHz on the interface and recorded for mathematical manipulation with Mathematica JupyterLab, using Python [13-15].

## Calculating Velocity from the Peak Frequency

Neutral hydrogen emits an electromagnetic wave resulting from a transition between a hyper-fine splitting of the ground state. This detected emission line is commonly referred to as the 21 -centimeter line and corresponds to a classically forbidden spin flip transition of neutral hydrogen [16].
Observed peak frequencies of neutral hydrogen, however, are offset from the known frequency due to its velocity relative to Earth. Therefore, a speed can be calculated using the Doppler shift equation, Eq. (5), and the difference in observed frequency and known frequency, where $v_{\text {rel }}$ is the velocity relative to the observer in $\mathrm{km} \mathrm{s}^{-1}, c$ is the speed of light at $3 \times 10^{5} \mathrm{~km} \mathrm{~s}^{-1}$, and $f_{\text {obs }}$ is the peak frequency from the observation in MHz [6]:

$$
\begin{equation*}
v_{\text {rel }}=c\left(\frac{1420.41 \mathrm{MHz}-f_{\text {obs }}}{1420.41 \mathrm{MHz}}\right) . \tag{5}
\end{equation*}
$$

The Doppler shift equation yields the velocity of the gas relative to the observer, but not an orbital velocity relative to the galactic center. To calculate the orbital velocity relative to the galactic center, $v_{o r b}$, we used the tangent point method (TPM) [17]. The TPM, Eq. (6), relies on the assumption that the extremum of an HI observation is material at the solar circle $R \quad R_{\text {s }}$ is the distance of our sun from the galactic center. We take $V_{L S p}$ to be 220 km -1 and $R_{\text {selw }}$ to be 8 kpc according to Sofue et al. [17,18]. Here, $l$ is the galactic longitude of the measurement and $R$ is the radius of the measurement from the galactic center in kpc.

$$
\begin{equation*}
v_{\text {rel }}=R_{\text {solar }} \sin (l)\left(\frac{v_{\text {orb }}}{R}-\frac{V_{L S R}}{R_{\text {solar }}}\right) \tag{6}
\end{equation*}
$$

Using the $v_{\text {rel }}$ values calculated from Eq. (5), we rearrange Eq. (6) to find values for both the distance from he galactic center and the orbital velocity for every observation. Algebraic manipulation of Eq. (6) yields both of these equations, Eq. (7) and Eq. (8).

$$
\begin{equation*}
R=R_{\text {solar }} \sin (l) \tag{7}
\end{equation*}
$$

$$
\begin{equation*}
v_{\text {orb }}=v_{\text {rel }}+V_{L S R} \sin (l) \tag{8}
\end{equation*}
$$

These equations provide the necessary information to plot the velocity $v_{\text {orb }}$ as a function of radius $R$.

## RESULTS

A total of 13 observations were taken between $0^{\circ}<l<80^{\circ}$. Passing the maximum frequencies through Eqs. (5)-(8), a distance and orbital velocity relative to the galactic center is obtained for each observation and represented in Fig. 1 Collected data is overlaid with the curve fit parameters of an array of rotation curve samples from more surveys containing data from over a thousand galaxies at distances $R>4 \mathrm{kpc}[19]$. Forveys containing data from over a thousand galaxies at distances $R>4 \mathrm{kpc}[19]$.
 PM itself, since this method is considered difficult to use at distances very close to the galactic center and beyond $90^{\circ}$ galactic longitude. The tangent point method can present several potential problems in calculating orbital velocities relative to the galactic center. The TPM relies on the assumption that the extremum of the HI measurement
is tangent to the galactic center. However, at distances less than 4 kpc the bar of the Milky Way galaxy can produce is tangent to the galactic center. However, at distances less than 4 kpc the bar of the Milky Way galaxy can produce
highly noncircular orbits [20]. The HI measurements are often broadened by turbulence, which can affect the observed highly noncircular orbits [20]. The HI measurements are often broadened by turbulence, which can affect the observed
peak frequency. Additionally, the highest velocity gas is not necessarily directly on the galactic plane at a galactic peak frequency. Addit.
latitude of $b=0^{\circ}$ [21].
The deviation, however, may be a real feature of the Milky Way galaxy. The TPM is a valid method of calculating velocity close to Sagittarius A* [17]. Reid et al. makes a similar observation of low velocity values in the $0<R<4 \mathrm{kpc}$ range in Fig. 11 of [20] using trigonometric parallaxes and proper motions.


FIGURE 1. Velocity, as calculated using Eq. (8), is plotted against distance from the galactic center at $l=0^{\circ}$ to $l=80^{\circ}$. These data points show a stabilization in velocity near $2000-220 \mathrm{~km} \mathrm{~s} \mathrm{~s}^{-1}$. Collected data is compared with several expressions for the rotation
curve by Persic et al. described in the text.

Velocity appears to stabilize at around $220 \mathrm{~km} \mathrm{~s}^{-1}$, which is similar to the LSR. In order to estimate the random error in our data, we calculated the average distance between a line of best fit and the collected points. For points $R$ 4 kpc , we assume a linear curve, and for points $R>4 \mathrm{kpc}$ we assume a flat rotation curve.

## CONCLUSION

Here we have presented novel HI observations of the galactic plane taken on the Green Bank Observatory's 20 eter telescope. By mapping the velocity of gas between $0<l<80$ using the TPM, we have shown that the rotation curve of our galaxy does not fall off like $r$ but stabilizes even at large distances from the galactic center. In comparison to more sophisticated maps of the Milky Way's rotation curve, our data is consistent.
These results suggest a large discrepancy in the amount of luminous matter present in our galaxy compared to the total mass. Such an empirical disagreement with theoretical expectations implies the existence of dark matter in larg proportions. The mass of the dark matter halo of the Milky Way galaxy is known to be roughly $5.4 \times 10^{11}$ solar masses, where the luminous matter of the galaxy is $9 \times 10^{10}$ solar masses [6]. Rotation curves remain one of the most ideal methods of indirect observation of dark matter.
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# A Simple Model for Understanding Cloud Diffusion on a Brown Dwarf 

## Joseph A. Landsittel ${ }^{\text {a) }}$ and Ryan A. Coldren ${ }^{\text {b }}$
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Abstract. Brown dwarfs in the L-T spectral class transition commonly experience photometric variability due to the active formation/dissipation of clouds that rotate in and out of our view. Measurements of these photometric oscillations, such as their
frequency and amplitude, may help constrain the physical parameters of observed brown dwarfs through their associations with frequency and amplitude, may help constrain the physical parameters of observed brown dwarfs through their associations with
aspects such as rotational period and surface temperature. However, measurements of these oscillations and their significance are obscured by the inclination angle of observed brown dwarfs relative to us. By creating a simplistic model of 2D cloud formation on the surface of a toy model brown dwarf, this paper aims to further explore the relationship between oscillation amplitude and inclination angle for cloudy brown dwarfs and finds agreement with the correlation found observationally between the two factors in Vos et al., 2017.

## INTRODUCTION

Brown dwarfs are substellar objects in a mass range $0.012-0.075 \mathrm{M}_{\odot}$ and surface temperature range $<2400 \mathrm{~K}$ (classified by the L, T, Y system; L being the hottest, Y being the coolest), with no theoretical lower limit for their surface temperature. However, the faintness of colder brown dwarfs, such as their dwarfs typically below 400 K , makes form from the collapse of interstellar material, similar to a star, but do not gather enough mass to perform stable H to He fusion in their core. They instead undergo an insignificant amount of deuterium fusion due to their lower pressure/temperature threshold. Due to their severe lack of energy production, they slowly cool as they radiate their internal energy away $[2,3]$.
Brown dwarfs below 2200 K are often cool enough that atoms normally ionized in stars can form complex molecules. These molecules may even condense into a liquid/solid form on seed particles, creating clouds that stretch across the brown dwarf s atmosphere. Brown dwarfs transitioning between the L-T phase observationally are in a particularly active state of cloud formation and dissipation. These brown dwarfs are cool enough to support cloud condensation and have the more massive condensate grains, making the clouds eventually sink below the photosphere. The consequence is that "patchy" clouds constantly form, break up, and sink across the surface of L-T brown dwarfs $[4,5]$.
As a result of these clouds, photometrically, brown dwarfs appear to have an oscillating flux over time as a result of features rotating in/out of view and forming/dissipating during an observation [6]. This is especially true for L-T brown these oscillations could provide valuable constraints on parameters for an observed brown dwarf, such as finding a potential relationship between the amplitude of oscillations and the spectral type of a brown dwarf.
A significant hurdle in this prospect, and one this paper aims to help resolve, is that the inclination angle of a brown dwarf relative to us drastically alters our photometric perception of surface features. Inclination potentially affects the flux received (or blocked) from clouds by changing their effective area, introducing limb darkening effects or changing how long they will stay in our field of view during one rotation [6]. By adopting a crude 2D toy model of a brown dwarf's surface cloud structure that includes limb darkening, convection, diffusion, and rotational effects, we attempt to find a tangible relationship between inclination angle and flux oscillation amplitude to explore this issue further. Additionally, we compare our results with the amplitude/inclination relation predicted in a previous paper by Vos et al., 2017.

## METHODS

We wish to describe the time evolution of clouds on a brown dwarf as a function of relevant physical phenomena: diffusion, convection, rotation, and the Coriolis effect. Though these forces have been included
in brown dwarf atmosphere models in the past $[7,8]$, we are not aware of them having been isolated in the form we
present. The proposals we give here are intentionally simplified; our goal is to encapsulate the ould act when superimposed on a brown dwarf without getting ught in avercomplicated analysis
The diterial across a surface is a well-studied phenomena, leaving us with no need to reinvent the proverbial wheel [9]

$$
\begin{equation*}
\frac{d u}{d t}=D \nabla^{2} u=\frac{D}{R^{2} \sin (\theta)}\left[\partial_{\theta}\left(\sin (\theta) \partial_{\theta} u\right)+\partial_{\varphi}^{2} u\right]=F_{1}(t, \theta, \varphi) \tag{1}
\end{equation*}
$$

The time evolution of a gas in a space is governed by the Laplacian of that gas's concentration. In our case, $u$ will describe the concentration of a "cloud seed" particulate (dust grains), and we will study the diffusion on the surface of the brown dwarf. $R$ is the radius of the brown dwarf, $\theta$ and $\varphi$ are the latitudinal and longitudinal coordinates, respectively. We simulated with a normalized radius of $R=1$.
Brown dwarfs are known to have cool, convective atmospheres composed of thin adiabatic layers [7]. There has been success rigorously modeling the subsequent dust formation and mixing in the atmosphere, with the field of mixing length theory [8]. Such hydrodynamic models capture the essentials of radiative transfer and energy ransport in three dimensions.
We wish to encapsulate the qualitative behavior of dust mixing due to convection with a simple model that neglects the finer complexities of convection. In summary, this behavior is that an object with a strong convective outer layer tends to form granules across its surface; Schwarzschild defined these as the visible tops of rising convective elements [10]. We claim that dust particles rise within a granule with some constant frequency and that such eclaim while hoping that it does justice to convection to some approximation. Hence due to convection

$$
\begin{equation*}
\frac{d u}{d t}=A \sin (\omega t+\theta+\varphi)=F_{2}(t, \theta, \varphi) \tag{2}
\end{equation*}
$$

$A$ and $\omega$ are the convection amplitude and timescales, respectively. This paper does not explore parameter dependencies; that is, we assume each force at play operates with weight on the same order of magnitude (i.e., $D=A$ $=1, \omega=1$ ). While this choice is able to reproduce essential behavior, a future direction could be to search for bifurcations as these are varied.
Rotation will result in the physical movement of dust particulate across longitude values, and the Coriolis Rotation will result in the physical movement of dust particulate across longitude values, and the Coriolis equator, where particulate must travel at a faster speed to keep up. In contrast, the Coriolis effect is zero at the equator.
To put this into mathematical language, consider the numerical representation of this phenomena. At any ime step, $t$, rotation must move particulate from one longitude value into an adjacent longitudinal value, Thus, the change in particulate concentration at a given longitude is proportional to the adjacent longitude's particulate concentration and is inversely related to that longitude's own concentration

$$
\begin{equation*}
u[\varphi]_{t+\Delta t}=u[\varphi]_{t}+\gamma(\theta)\left(u[\varphi-\Delta \varphi]_{t}-u[\varphi]_{t}\right) \quad \gamma(\theta)=\frac{1}{30 \sqrt{2 \pi}} \exp \left[((\theta-90) / 30)^{2}\right] \tag{3}
\end{equation*}
$$

where we took $\gamma$ as a normal distribution maximized at the equator. We can complete this argument by converting to a continuous time domain and incorporating a similar argument for the form of the Coriolis effect [11]

$$
\begin{equation*}
\frac{d u}{d t}=-\gamma(\theta) u_{\varphi}+\left[H\left(\theta-90^{\circ}\right) \sin \left(\theta-90^{\circ}\right)-H\left(90^{\circ}-\theta\right) \sin \left(90^{\circ}-\theta\right)\right] u_{\theta}=F_{3}(t, \theta, \varphi) \tag{4}
\end{equation*}
$$

where $H$ is the Heaviside function (which is incorporated to account for the difference in the Coriolis effect between the two hemispheres).
The resultant equation describing the time evolution of dust particulate is given by the superposition of Eqs. (1) (4), that is, $\frac{\omega_{j}}{\omega}=\sum_{i} F_{i}(t, \theta, \varphi)$, where each $F_{i}$ is a distinct atmospheric force. The solution $u(t, \theta, \varphi)$ outputs information regarding where particulate and clouds will accumulate. We simulate with a forward Euler numerical integration scheme [12]. Specifically, we solve an initial value problem starting with a uniform dispersion $(u(0, \theta, \varphi)=u(0))$.

## CONCLUSIONS

The results of this approach are given in Fig. 1(a), with a video link to illustrate time dependence Convection applies a visible forcing at each latitude, longitude coordinate. Rotation and the Coriolis force induce a global behavior of particulate movement around the sphere, with a buildup near the equator.
We wish to use our simulated predictions regarding the particulate and subsequent cloud concentrations in order to make claims regarding the relationship between viewing angle and light curve amplitude of a brown dwarf. To do this will require a few points of machinery to be explored. From our model, we can extract light curves resulting inversely related to iewed as telling us the emissivity as a function of latitude longitude and time

Wha an and time
What an astion of the light over the neglecting the impact of limb darkening. We can summarize this effect in the following be a misguided excursion a normal vector to the surface at a given coordinate with a unit vector in the direction of the astronomer's line of sight is small, then a photon coming from that coordinate will have to travel through more atmosphere than an equivalent photon coming from a point where the dot product is 1 [13]. Hence, in extracting results, we take care to down weight the influence of the outer limbs of a surface of interest.
Figure 1(b) illustrates how the relationship our model predicts between amplitude variability and inclination compares with preexisting data. Before moving further, we will note our choice of normalization in using a $z$-score norm. We assume the variability in the light curve amplitudes to be loosely distributed as a Gaussian, and we report the number of standard deviations away from the mean the light curve amplitude is when viewed at each fixed inclination angle. This is a toy model that cannot reproduce light curves exactly, bu The presenaled curve fits a in the fomparison wh Vos, dable
The presented curve fits are in the form suggested by Vos, et. al., 2017

$$
\begin{equation*}
A=\alpha \sin (\theta)-\frac{\kappa}{\sin (\theta)} . \tag{5}
\end{equation*}
$$

The key prediction of our model that comes with a reasonably strong observational justification is that observed amplitude variability is limited for brown dwarfs with a small angle of inclination to the observer. Notably, we are of the understanding that there is no observational evidence of a brown dwarf with both a small $\left(<20^{\circ}\right)$ inclination angle and a non-negligible amplitude variability [6].

(a)

(b)

FIGURE 1. (a) A fixed time image of the simulation. The color corresponds to the number of standard deviations given spatial coordinate is away from the mean particulate concentration. View the full simulation online at https://www.youtube.com/watch?v=Gryydxerau. (b) A.p. The red data (and subsequent curve fit) refers to Spitzer 36 detections. The blue data (and subsequent curve fit) correspond to $J$-band detections.

Our model provides a baseline explanation for these observations. The atmospheric forces at play in a brown dwarf result in cloud oscillations being greatest near the equator; hence, the resultant light curve from the equato exhibits the greatest variability. Limb darkening minimizes this effect if the brown dwarf is viewed at a small angle of inclination. In such a case, the light curve would exhibit minimal variability as clouds sit still at the poles.
Another explanation for the effect could potentially be provided from the Doppler effect. If the brown dwar is viewed equator on (high inclination angle), then we would expect wavelength deviation from light across the brown dwarf, resulting in variability when viewing the brown dwarf in a specific band. Such a theory is beyond the scope of this model's capacity but has been explored by other researchers [14].
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Abstract. We present an overview of quantum computing, including relevant physics, processes, and applications. This includes foundation for the rest of this paper. We found rapid developments in quantum computing, which will have important consequences for future applications in scientific fields.

## INTRODUCTION

"[I] believe it's true that with a suitable class of quantum machines you could imitate any quantum system, including the physical world" [1]. With these words Richard Feynman ushered in a revolution. He shook off the shackles of classical computing and reached for the possibilities of quantum computing
Quantum computing seeks to expand the typical computational power of classical computing. Classical computing But due to this rigidity, classical computing has its limitations, hespecially in the realm of computational speed. Certain classical problems can be solved faster with quantum computers, although those problems rely on a small number of qubits to have any practical impact. To achieve such results, quantum computers implement quantum algorithms. As an example of this speedup, researchers demonstrated the power of quantum supremacy with a processor that took 200 seconds to make measurements of a quantum circuit, a process that would otherwise have taken a classical supercomputer 10,000 years [2].
There are numerous applications for quantum computing, as quantum algorithms abound in mathematical and physical applications. One example is factoring numbers. Classically, factoring numbers is computationally expensive. Shor's quantum algorithm does this at a much higher speed. Another example is cryptography, or more specifically, quantum key distribution (QKD). Even though public key cryptography incorporates some of the strongest encryptions out there, it still can provide only up to 30 years of security [3]. This level of security is fine for most industries, but for some more sensitive industries such as healthcare or defense, something like QKD that promises a longer life-time is optimal. Another example is the use of Grover's algorithm, a quantum search algorithm used to speed up an exhaustive subroutine (generally part of NP-complete problems).

## QUANTUM BITS

Quantum computing is probabilistic, which makes it vastly different from classical computing. Qubits now take on the role of classical bits. Indeed, it is these qubits that allow quantum computations to be performed. The state (or "status") of a qubit is composed of superpositions of pure states. These pure states form a basis for the system, so any new state of the system can be written in terms of a linear combination of the pure states. A measurement can be thought of as any experiment determining the state of electrons, photons, nuclei, or phonons [4-6]. When the measurement is made, the qubit takes on a value of 0 or 1 (the familiar classical bit), with a probability given by the initial state of the system [7]. Mathematically, prior to the measurement, there is some probability $d_{0}^{2}$ of measuring 0 and probability $d_{1}^{2}$ of measuring 1 such that [4]

$$
\begin{equation*}
d_{0}^{2}+d_{1}^{2}=1 \tag{1}
\end{equation*}
$$

It should be noted that $d_{0}$ and $d_{1}$ are the weights from the linear combination of the pure states of the system. The system can thus be written as
$d_{0}|0\rangle+d_{1}|1\rangle$
which resides in $\mathrm{C}^{2}$. When dealing with multiple qubits, the complex vector space grows exponentially according to which resides in $\mathrm{C}^{n}$, where $\mathrm{n} \in \mathrm{N}[8]$.

## QUANTUM GATES

Quantum gates are operations on qubits. A measurement of the state of the qubit always gives $|0\rangle$ or $|1\rangle$. So while Quantum gates are operations on qubits. A measurement of the state of the qubit always gives 0 or 1$\rangle$. So while
the system starts with a probability distribution, it collapses to one of these tow values after a measurement Quantum
gates for one qubit are represented as $2 \times 2$ matrices. We present an example of the quantum $X$ gate, which is similar gates for one qubit are represented as $2 \times 2$ matrices. We present an example of the quantum $X$ gate, which is similar gates for one qubit are represented as $2 \times$
to the NOT gate in classical computing.

$$
\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]|0\rangle=|1\rangle \quad\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]|1\rangle=|0\rangle
$$

When dealing with more than one qubit, the transformation matrix changes size, which is now $2^{n} \times 2^{n}$, where $n$ is positive integer. We provide a matrix representation of the CNOT gate, which is used in quantum entanglement [8]

$$
\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right]|00\rangle=|00\rangle\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right]|01\rangle=|01\rangle \quad\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right]|10\rangle=|11\rangle \quad\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right]|11\rangle=|10\rangle
$$

## QUANTUM ENTANGLEMENT

Quantum entanglement is when the value of a qubit can be determined by measuring the state of a different qubit [8]. From a physical perspective, quantum entanglement can be described as when the state of a particle $P_{1}$ depends on the state of another particle $P_{2}$ and vice versa. Measuring the energy of $P_{1}$ might give the value $E_{a}$, which would when the value of one qubit is known, the value of the other is also known [8]. This is incredibly useful in quantum computing, as entanglement drastically improves the processing speed.

## QUANTUM CIRCUITS

Much like using classical bits for classical computations, a collection of quantum bits is used for quantum computations. This collection is called a quantum register, with all qubits set in the initial state $|0\rangle$. A quantum circuit is thus tations. This collection is called a quantum register, with all qubits set in the initial state $[0\rangle$. A quantum circuit is thus
a series of quantum gates that takes qubits as input from the quantum register [8]. Schematically, quantum gates are a series of quantum gates that wites quabts as inpuits being this collection of operations to achieve an end goal. There are various quantum gates which can be ordered in several ways within quantum circuits.

## QUANTUM ANNEALING

There are also more specialized forms of quantum computing. One such example is quantum annealing, which is especially powerful in problems with low-energy solutions, such as optimization and sampling problems. There may be many local minima, so to ensure the global minimum is reached, the energy of the system is temporarily algorithm [10]. There are generally two steps in finding the global minimum. If the system's energy decreases, the
process is repeated. If the energy does not decrease, the process is not repeated right away but instead kept with some probability

$$
\begin{equation*}
P \propto \exp \left\{-\frac{\Delta E}{k_{B} T}\right\} \tag{3}
\end{equation*}
$$

where $\Delta E \equiv E_{\text {final }}-E_{\text {initial }}$, with temperature $T$ and Boltzmann constant $k_{B}$. As this process seeks to find the minimal energy, this corresponds to an energy state with minimal temperature $T$. Therefore, as the process is repeated, th emperature starts from a very high value, eventually approaching zero. When the temperature is zero, the energy is qual to the internal system's energy. So at the end of this process, the global minimum energy is found with a hig degree of certainty and thus solves the optimization problem [11]

## CONCLUSION

Quantum computing utilizes qubits in place of its classical bit counterpart. The qubit is composed of the superposition of the pure states, and the quantum gates apply operations to these qubits. Collecting these gates together give a quantum circuit whose orientation is used to define the quantum algorithm. Futhermore, quantum entanglement between qubits and quantum annealing are utilized to maximize the efficiency of the system
With Rigetti Computing proposing methods to rapidly improve quantum models, inching closer to overtaking classical computing in the realm of satellite image classification, and IonQ further developing frameworks to better mate molecular interactions, we come closer and closer to the quantum world Richard Feynman imagined all those years ago [12, 13].
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Abstract. We consider a system consisting of a qubit and a microwave transmission line that are coupled by a capacitor which, in turn, is modulated sinusoidally. The Unruh effect is the simultaneous production from vacuum of a pair of photons, one in the qubi
and the other in the cavity. The dynamical Casimir effect is the production from vacuum of a pair of photons in the cavity. We analyze this qubit-cavity system and show that the system can be viewed as a pair of coupled quantum-mechanical oscillators and that both the Unruh effect and the dynamical Casimir effect are resonances of this coupled oscillator system. For the case where the cavity supports two propagating modes, in addition to the Unruh and dynamical Casimir effect at each of the supported modes, we predict a "paired Casimir effect," where one photon is emitted in the cavity in each of two allowed modes, at the appropriate driving frequency. We also calculate analytical approximations to the driving frequencies for all three effects.

## INTRODUCTION

Quantum field theory predicts that a uniformly accelerating photodetector will detect photons in an electromagnetic vacuum which is termed the Unruh effect [1]. It also predicts that accelerating the mirror boundary of a cavity will result in the production of photon pairs in the cavity, which is termed the dynamical Casimir effect. Since the uniform acceleration required to observe the Unruh effect is very large, $\approx 10^{20} \mathrm{~m} / \mathrm{s}$, following other researchers $[2,3]$, we consider the oscillatory analog of the Unruh effect where the photodetector is moved back and forth rapidly at unified analysis of photon production from an electromagnetic vacuum based on the oscillatory Unruh and dynamical Casimir effects. Casimir effects.
We consider

We consider the qubit-cavity system analyzed by Blencowe and Wang [3] and shown in Fig. 1. According to the predictions of the oscillatory Unruh effect [2, 3], when the coupling capacitor is driven at the appropriate frequency, it will simultaneously produce a photon in both the qubit and the cavity. The photon generated in the qubit will cause a transition from the ground to the excited state. The photon in the cavity will excite one of the cavity modes determined by the energy/frequency of the photon. Since the boundary of the cavity whilso oscillating, the dynamical Casimir effect [4], where a pair of photons is produced in Following the qubit remains in the ground state, should be observed, albeit at a different driving frequency Following the methods in $[3,5]$ for the single-mode case, we can show that the quantum Hamiltonian for transmission line supporting $M$ modes is given by $\hat{H}_{\infty}=\hat{H}_{0}+\hat{H}_{1}$, where

$$
\begin{equation*}
\hat{H}_{0}=\frac{E_{1}-E_{0}}{2} \sigma_{z}+\hbar \sum_{m=1}^{M} \omega_{m} \hat{a}_{m}^{\dagger} \hat{a}_{m}, \quad \text { and } \quad \hat{H}_{1} \equiv \sum_{m=1}^{M} h_{m}=\sum_{m=1}^{M} f_{m}(t)\left(\sigma^{+}+\sigma^{-}\right)\left(\hat{a}_{m}-\hat{a}_{m}^{\dagger}\right) . \tag{1}
\end{equation*}
$$

Here, $E_{0}$ and $E_{1}$ are the two lowest energy levels of the qubit, $\omega_{m}$ is the frequency of cavity mode $m, \hat{a}_{m}$ and $\hat{a}_{m}^{\dagger}$ are ladder operators, and $f_{m}(t)=-i \hbar_{m}(1+z(t))$, where $z(t)$ is the changing thickness between the capacitor plates, and $g_{m}$ is the coupling coefficient between the qubit and cavity mode $m$. The detailed derivation of (1) can be found in [6]. Following [5], we have assumed that the boundary conditions on the qubit flux and cavity modes are such that the cavity modes are decoupled.
The cavity-mode terms in the Hamiltonian (1) are those of a parametric amplifier, and this analogy has been used to realize the dynamical Casimir effect using microwave cavity resonators with tunable lengths. However, we will show in our model (Fig. 1) that the combined qubit-cavity system is more analogous to a driven harmonic oscillator with the varying capacitance providing the driving term.

## TIME-DEPENDENT PERTURBATION SOLUTION

We view $\hat{H}_{0}$ as the unperturbed Hamiltonian and $\hat{H}_{1}$ as a time-dependent perturbation. If we denote the cavity state as $\mathbf{n}_{\mathbf{k}}=\left(n_{k_{1}}, n_{k_{2}}, \ldots, n_{k_{M}}\right)$, the state of the unperturbed system can be represented by $\left|q, \mathbf{n}_{\mathrm{k}}\right\rangle=\left|q, n_{k_{1}}, n_{k_{2}}, \ldots, n_{k_{M}}\right\rangle$,
where $q \in\{\sigma$, where $q \in\{g, e\}$ denotes the state of the qubit (ground or excited) an
cavity mode $k_{i}$. Thus, $N=\sum_{i} n_{k_{i}}$ is the number of photons in the cavity.
Denoting the state of the perturbed system as $\sum c_{q, \mathbf{n}_{k}}\left|q, \mathbf{n}_{\mathbf{k}}\right\rangle$, using standard time-dependent perturbation theory (see, e.g., Eq. (5.5.17) of [7]), we have the following differential equations for the $c_{q,} \mathbf{n}_{\mathbf{k}}$.

$$
\begin{equation*}
\dot{c}_{q, \mathbf{n}_{\mathbf{k}}}=-\frac{i}{\hbar} \sum_{q^{\prime}} \sum_{\mathbf{n}_{\mathbf{k}}^{\prime}} \sum_{m=1}^{M}\left(c_{q^{\prime}, \mathbf{n}_{\mathbf{k}}^{\prime}}\left\langle q, \mathbf{n}_{\mathbf{k}}\right| h_{m}\left|q^{\prime}, \mathbf{n}_{\mathbf{k}}^{\prime}\right\rangle\right) e^{i\left(E_{q^{\prime}, \mathbf{n}_{\mathbf{k}}^{\prime}}-E_{q, \mathbf{n}_{\mathbf{k}}}\right) t / \hbar} . \tag{2}
\end{equation*}
$$

By the definition of the ladder operators $\hat{a}_{m}$ and $\hat{a}_{m}^{\dagger}$, and the operators $\sigma^{+}$and $\sigma^{-}$, we can show that

$$
\begin{equation*}
h_{m}\left|g, \mathbf{n}_{\mathbf{k}}\right\rangle=f_{m} \sqrt{n_{k_{m}}}\left|e, \mathbf{n}_{\mathbf{k}}-\mathbf{1}_{\mathbf{m}}\right\rangle-f_{m} \sqrt{n_{k_{m}}+1}\left|e, \mathbf{n}_{\mathbf{k}}+\mathbf{1}_{\mathbf{m}}\right\rangle \tag{3}
\end{equation*}
$$

$$
\begin{equation*}
\text { and } \quad h_{m}\left|e, \mathbf{n}_{\mathbf{k}}\right\rangle=f_{m} \sqrt{n_{k_{m}}}\left|g, \mathbf{n}_{\mathbf{k}}-\mathbf{1}_{\mathbf{m}}\right\rangle-f_{m} \sqrt{n_{k_{m}}+1}\left|g, \mathbf{n}_{\mathbf{k}}+\mathbf{1}_{\mathbf{m}}\right\rangle, \tag{4}
\end{equation*}
$$

where $\mathbf{1}_{\mathrm{m}}$ is the vector whose $m$ th component is unity, and the other components are zero.
We also know that

$$
\begin{equation*}
E_{g, \mathbf{n}_{\mathbf{k}}}=E_{0}+\hbar \sum_{m} \omega_{m}\left(n_{k_{m}}+\frac{1}{2}\right), \quad \text { and } \quad E_{e, \mathbf{n}_{\mathbf{k}}}=E_{1}+\hbar \sum_{m} \omega_{m}\left(n_{k_{m}}+\frac{1}{2}\right) \tag{5}
\end{equation*}
$$

Thus, defining $\Omega=\left(E_{1}-E_{0}\right) / \hbar$,

$$
\begin{equation*}
E_{e, \mathbf{n}_{\mathbf{k}} \pm \mathbf{1}_{\mathbf{m}}}-E_{g, \mathbf{n}_{\mathbf{k}}}=\hbar\left(\Omega \pm \omega_{m}\right) \text {, and } E_{g, \mathbf{n}_{\mathbf{k}} \pm \mathbf{1}_{\mathbf{m}}}-E_{e, \mathbf{n}_{\mathbf{k}}}=\hbar\left(-\Omega \pm \omega_{m}\right) . \tag{6}
\end{equation*}
$$

Plugging these into (2), we get

$$
\begin{align*}
& \dot{c}_{g, \mathbf{n}_{\mathbf{k}}}=\sum_{m=1}^{M} c_{e, \mathbf{n}_{\mathbf{k}}+\mathbf{1}_{\mathbf{m}}} f_{m} \sqrt{n_{k_{m}}+\mathbf{1}_{\mathbf{m}}} e^{i t\left(\Omega+\omega_{m}\right)}-c_{e, \mathbf{n}_{\mathbf{k}}-\mathbf{1}_{\mathbf{m}}} f_{m} \sqrt{n_{k_{m}}} e^{i t\left(\Omega-\omega_{m}\right)} \\
& \dot{c}_{e, \mathbf{n}_{\mathbf{k}}}=\sum_{m=1}^{M} c_{g, \mathbf{n}_{\mathbf{k}}+\mathbf{1}_{\mathbf{m}}} f_{m} \sqrt{n_{k_{m}}+1} e^{i t\left(-\Omega+\omega_{m}\right)}-c_{g, \mathbf{n}_{\mathbf{k}}-\mathbf{1}_{\mathbf{m}}} f_{m} \sqrt{n_{k_{m}}} e^{i t\left(-\Omega-\omega_{m}\right)} . \tag{7}
\end{align*}
$$

Since we are dealing with weak powers, we neglect instances where three or more photons propagate in the cavity. Now, the state of the system can be written as $|q, \mathbf{0}\rangle$ when there are no photons in the cavity, $\left|q, \mathbf{1}_{\mathrm{n}}\right\rangle$ when there We ${ }^{2}$
We can now write our differential equations for $M$ allowed modes of propagation

$$
\begin{align*}
\dot{c}_{g, \mathbf{0}} & =\sum_{m=1}^{M} f_{m} c_{e, \mathbf{1}_{\mathbf{m}}} e^{i t\left(\Omega+\omega_{m}\right)}, \quad \dot{c}_{g, 2_{\mathrm{n}}}=-f_{n} \sqrt{2} c_{e, \mathbf{1}_{\mathbf{n}}} e^{i t\left(\Omega-\omega_{n}\right)}, \quad n \in[1, M] \\
\dot{c}_{e, \mathbf{1}_{\mathrm{n}}} & =f_{n} \sqrt{2} c_{g, 2_{\mathrm{n}}} \mathrm{e}^{i t\left(-\Omega+\omega_{n}\right)}-f_{n} c_{g, 0} e^{i t\left(-\Omega-\omega_{n}\right)}+\sum_{m \neq n} f_{m} c_{g, \mathbf{1}_{\mathrm{n}, \mathrm{~m}}} e^{i t\left(-\Omega+\omega_{m}\right)}, \quad n \in[1, M]  \tag{8}\\
\dot{c}_{g, \mathbf{1}_{\mathrm{n}, \mathrm{~m}}} & =-f_{m} c_{e, \mathbf{1}_{\mathbf{n}}} e^{i t\left(\Omega-\omega_{m}\right)}-f_{n} c_{e, \mathbf{1}_{\mathbf{m}}} e^{i t\left(\Omega-\omega_{n}\right)}, \quad n, m \in[1, M], m \neq n .
\end{align*}
$$

## RESONANCES FOR TWO PROPAGATION MODES

We consider the case where only two modes propagate in the cavity $(M=2)$ and write the Fock states as $\left|q, n_{k_{1}}, n_{k_{2}}\right\rangle$. We set the driving term $z(t)=0$ in order to find the homogeneous solution to Eq. driving frequency to excite a specific resonance.

Taking the Fourier transform of (8), we get

$$
\begin{align*}
& i \omega C_{g 00}(\omega)=g_{1} C_{e 10}\left(\omega-\Omega-\omega_{1}\right)+g_{2} C_{e 01}\left(\omega-\Omega-\omega_{2}\right)  \tag{9}\\
& i \omega C_{e 10}(\omega)=g_{1} \sqrt{2} C_{g 20}\left(\omega+\Omega-\omega_{1}\right)-g_{1} C_{g 00}\left(\omega+\Omega+\omega_{1}\right)+g_{2} C_{g 11}\left(\omega+\Omega-\omega_{2}\right)  \tag{10}\\
& i \omega C_{g 20}(\omega)=-g_{1} \downarrow \bar{C}_{e 10}\left(\omega-\Omega+\omega_{1}\right) \tag{12}
\end{align*}
$$

We have omitted the equations for $C_{e 01}$ and $C_{g 02}$.) We use (9), (11), and (12) to substitute for $C_{g 00}, C_{g 20}$, and $C_{g 11}$ in (10) to get

$$
\begin{align*}
\left(\omega-\frac{g_{1}^{2}}{\omega+\Omega+\omega_{1}}-\frac{2 g_{1}^{2}}{\omega+\Omega-\omega_{1}}-\frac{g_{2}^{2}}{\omega+\Omega-\omega_{2}}\right. & ) C_{e 10}(\omega) \\
& =g_{1} g_{2} C_{e 01}\left(\omega+\omega_{1}-\omega_{2}\right)\left(\frac{1}{\omega+\Omega+\omega_{1}}+\frac{1}{\omega+\Omega-\omega_{2}}\right) \tag{13}
\end{align*}
$$

Simplifying, we get an equation of the form
$F\left(\omega, \omega_{1}, \omega_{2}, \Omega, g_{1}, g_{2}\right) C_{e 10}(\omega)={ }_{1} g_{2} C_{e 01}\left(\omega+\omega_{1}-\omega_{2}\right)\left[\omega+\Omega-\omega_{1}\right]$,
where $F$ is a polynomial of degree 4 in $\omega$. Similarly,

$$
\begin{equation*}
F\left(\omega, \omega_{2}, \omega_{1}, \Omega, g_{2}, g_{1}\right) C_{e 01}(\omega)={ }_{1} g_{2} C_{e 10}\left(\omega+\omega_{2}-\omega_{1}\right)\left[\omega+\Omega-\omega_{2}\right] . \tag{15}
\end{equation*}
$$

From (15) we substitute for $\mathrm{C}_{\mathrm{e} 01}$ into (14) to get an equation of the form

$$
F\left(\omega, \omega_{1}, \omega_{2}, \Omega, g_{1}, g_{2}\right) F\left(\omega+\omega_{1}-\omega_{2}, \omega_{2}, \omega_{1}, \Omega, g_{2}, g_{1}\right) C_{e 10}(\omega)
$$

$$
\begin{equation*}
=g_{1}^{2} g_{2}^{2} C_{e 10}(\omega)\left[\left(\omega+\Omega-\omega_{1}\right)\left(\omega+\Omega+\omega_{1}-2 \omega_{2}\right)\right] \tag{16}
\end{equation*}
$$

The 1.h.s. has terms of order $g_{1}^{2}$ and $g_{2}^{2}$. Therefore, for small $g_{1}$ and $g_{2}$ we can neglect the $g_{1}^{2} g_{2}^{2}$ term on the right and conclude that the resonance frequencies for $c_{e 10}(t)$ are among the zeroes of $F\left(\omega, \omega_{1}, \omega_{2}, \Omega, g_{1}, g_{2}\right)$ and $F\left(\omega+\omega_{1}-\right.$ $\left.\omega_{2}, \omega_{2}, \omega_{1}, \Omega, g_{2}, g_{1}\right)$. If we consider the $g_{1}^{2}$ and $g_{2}^{2}$ terms as perturbations, the unperturbed zeroes of $F\left(\omega, \omega_{1}, \omega_{2}\right)$ are 0 $-\Omega-\omega_{1},-\Omega+\omega_{1}$, and $-\Omega+\omega_{2}$, and hence those of $F\left(\omega+\omega_{1}-\omega_{2}, \omega_{2}, \omega_{1}\right)$ are $\omega_{2}-\omega_{1},-\Omega-\omega_{1},-\Omega+2 \omega_{2}-\omega_{1}$ and $-\Omega+\omega_{2}$. Therefore, the six unique possible resonance frequencies for the unperturbed $|e 10\rangle$ are

$$
\begin{equation*}
\omega_{R, e 10} \in\left\{0, \omega_{2}-\omega_{1},-\Omega+\omega_{1},-\Omega-\omega_{1},-\Omega+\omega_{2},-\Omega+2 \omega_{2}-\omega_{1}\right\} . \tag{17}
\end{equation*}
$$

The "zero" frequency component corresponds to steady growth of amplitude, and we should drive the system to excite this resonance. Considering (10), or its time-domain version from (8), the $c_{g, 0}$ dominates the r.h.s. as the other erms are small in comparison. Therefore, the driving frequency of the excitation, $z(t)$, in order to trigger resonance at $\omega_{R, e 10}$ is given by

$$
\begin{equation*}
\omega_{d, e 10}=\omega_{R, e 10}+\Omega+\omega_{1} \in\left\{\Omega+\omega_{1}, \Omega+\omega_{2}, 2 \omega_{1}, 0, \omega_{1}+\omega_{2}, 2 \omega_{2}\right\} . \tag{18}
\end{equation*}
$$

The actual resonance frequencies will be close to these unperturbed values, and we can solve for them numerically To find an analytical approximation to the resonance and driving frequencies for nonzero $g_{1}, g_{2} \ll \Omega, \omega_{1}, \omega_{2}$, we use the perturbation series method: We assume the solutions to $F\left(\omega, \omega_{1}, \omega_{2}, \Omega, g_{1}, g_{2}\right)=0$ and $F\left(\omega+\omega_{1}\right.$ $\left.\omega_{2}, \omega_{2}, \omega_{1}, \Omega, g_{2}, g_{1}\right)=0$ are of the form $x_{00}+x_{10} g_{1}+x_{01} g_{2}+x_{20} g_{1}^{2}+x_{02} g_{2}^{2}+x_{11} g_{1} g_{2}$, expand the polynomials to second order, equate the coefficients of $g_{1}, g_{2}, g_{1}^{2}, g_{2}^{2}$, and $g_{1} g_{2}$ to zero, and solve for the $x_{i j}$ 's. By this method we find that the approximate driving frequency for steady resonance of the $|e 01\rangle$ state is

$$
\begin{equation*}
\omega_{d, \mathrm{Unruh}}=\Omega+\omega_{1}+\frac{3 \Omega+\omega_{1}}{\Omega^{2}-\omega_{1}^{2}} g_{1}^{2}+\frac{1}{\Omega-\omega_{2}} g_{2}^{2} . \tag{19}
\end{equation*}
$$

At this driving frequency, we expect simultaneous production of pairs of photons in the qubit and in the cavity with energy $\hbar \omega_{1}$, and the probability of this pair production steadily increases with time. In other words, this is the driving
frequency for observing the Unruh effect at $\omega_{1}$.
The possible resonance frequencies for $|g 20\rangle$ are obtained by shifting those of $|e 10\rangle$ by $\left(\Omega-\omega_{1}\right)$ from (11):

$$
\omega_{R, g 20} \in\left\{\Omega-\omega_{1}, \Omega+\omega_{2}-2 \omega_{1}, 0,-2 \omega_{1}, \omega_{2}-\omega_{1}, 2\left(\omega_{2}-\omega_{1}\right)\right\} .
$$

Now, substituting (10) in (11), we see that the possible driving frequencies for resonance of this state are obtained by adding $2 \omega_{1}$ to these values, equivalent to adding $\Omega+\omega_{1}$ to the resonance frequencies of $|e 01\rangle$. The perturbation series approximations are also obtained using this shift. Hence,

$$
\begin{equation*}
\omega_{d, \text { Casimir }}=2 \omega_{1}-\frac{2}{\Omega-\omega_{1}} g_{1}^{2} . \tag{21}
\end{equation*}
$$

The driving frequency for the dynamical Casimir effect is unaffected by the presence of the second mode, up to the accuracy of the perturbation approximation. This is unlike the Unruh driving frequency which was altered by the presence of the second cavity mode.
Finally, we consider the $|g 11\rangle$ state. The resonance frequencies are obtained by shifting those of $|e 10\rangle$ by $\left(\Omega-\omega_{2}\right)$ from (12):

$$
\begin{equation*}
\omega_{R, g 11} \in\left\{\Omega-\omega_{2}, \Omega-\omega_{1}, \omega_{1}-\omega_{2},-\omega_{1}-\omega_{2}, 0, \omega_{2}-\omega_{1}\right\} . \tag{22}
\end{equation*}
$$

Substituting (10) in (12), we see that the driving frequencies are obtained by adding $\omega_{1}+\omega_{2}$ to these, indeed giving us the same possible unperturbed driving frequencies as for the $|e 10\rangle$ and $|g 20\rangle$ states.
Specifically, $\omega_{1}+\omega_{2}$ is the driving frequency for steady resonance of the $|g 11\rangle$ state. At this driving frequency, a pair of photons is produced simultaneously in the cavity, one each at $\omega_{1}$ and $\omega_{2}$. Generalizing, if the cavity supports $M$ modes, then we have additional resonances for the $\left|e \mathbf{1}_{\mathrm{m}, \mathrm{n}}\right\rangle$ mode for $\omega_{d}=\omega_{m}+\omega_{n}, m, n \in[1, M]$. Since the case $m$ $=n$ corresponds to the dynamical Casimir effect, we may term this the paired Casimir effect. There is no conceptual difficulty in allowing for a continuum of modes: we expect to see the paired Casimir effect at driving frequencies $\omega_{d}$ that satisfy $\omega_{d}=\omega_{m}+\omega_{n}$, where $\omega_{m}$ and $\omega_{n}$ are any two allowed modes.
On the same lines as above, we find that the driving frequency for the steady resonance of the $|g 11\rangle$ state corresponding to the paired Casimir effect is

$$
\begin{equation*}
\omega_{d, \text { paired Casimir }}=\omega_{1}+\omega_{2}+\frac{1}{-\Omega+\omega_{1}} g_{1}^{2}+\frac{1}{-\Omega+\omega_{2}} g_{2}^{2} . \tag{23}
\end{equation*}
$$

## Numerical Results for the Two-Mode Case

For strong coupling, say, $g_{1}, g_{2} \sim 0.1$, the driving frequencies obtained by our perturbation approximation are significantly different from the unperturbed values. We refer the reader to [6] for some numerical results to verify their accuracy. Here, we assume weak coupling coefficients, $g_{1}=g_{2}=0.01$. In this case, the resonance and driving frequencies are negligibly different from their unperturbed values. Despite the weak coupling, we will see that all
three effects can be clearly observed.
In Fig. 2, we plot the probabilities for each of the cavity states to illustrate the Unruh effect at $\omega_{1}$. We can see that the probability of $|e 10\rangle$ approaches that of the starting state $|g 00\rangle$. The probabilities of the other states are negligible. Next, we plot the probabilities for each of the cavity states to illustrate the dynamical Casimir effect at $\omega_{1}$ in Fig. is $c_{800}(0)=1$, and this is the only driving term for both effects. From Eq. (10), we can see that the amplitude of the $c_{\text {el }}$ state which corresponds to the Unruh effect is linear in the coupling coefficient $g_{1}$, whereas by combining Eqs. (11) and (10) we see that the amplitude of the $c_{g 20}$ state is quadratic in the coupling coefficient $g_{1}$. Since we assumed $g_{1}=0.01$, we expect the relative state probability for the dynamical Casimir effect to be four orders of magnitude smaller than that of the oscillatory Unruh effect, and this is borne out by our numerical results.
Finally, we plot the probabilities for each of the cavity states to illustrate the paired Casimir effect at $\omega_{1}$ and $\omega_{2}$ in Fig. 3(b). This effect is also orders-of-magnitude weaker than the Unruh effect but similar in strength to the dynamical Casimir effect, which can be understood by reference to Eqs. (12) and (10).


FIGURE 1. System model based on [3], consisting of a qubit photodetector and microwave cavity or transmission line coupled by a mechanically oscillating capacitor.


FIGURE 2. The time evolution of the state probabilities $\left|c_{q, n}(t)\right|^{2}$ for $\omega_{1}=9 \pi, \omega_{2}=10 \pi, \Omega=6 \pi, g_{1}=g_{2}=0.01$, and $\omega_{d}=$ evolution of the state probabilities $\left|c_{q, n}(t)\right|^{2}$ for $\omega_{1}=9 \pi, \omega_{2}=10 \pi, \Omega=6 \pi, g_{1}$
$15 \pi$, which corresponds to the Unruh effect at $\omega_{1}$, which is clearly observed.


## IGURE 3.

(a) The time evolution of the state probabilities $\left|c_{\text {q, }}(t)\right|^{2}$ for $\omega_{1}=9 \pi, \omega_{2}=10 \pi, \Omega=6 \pi, \mathrm{~g}_{1}=\mathrm{g}_{2}=0.01$, and $\omega_{\mathrm{d}}=18 \pi$, which corresponds to the dynamical Casimir effect at $\omega_{1}$ : there is a non-negligible probability of occupying the state |g20|. (b) The time evolution of the state probabilities $\mid \mathrm{c}_{\mathrm{q}, \mathrm{n}}(\mathrm{t})^{2}$ for $\omega_{1}=9 \pi, \omega_{2}=10 \pi, \Omega=6 \pi, \mathrm{~g}_{1}=\mathrm{g}_{2}=0.01$, and $\omega_{\mathrm{d}}=19 \pi$, which corresponds to the paired Casimir effect at $\omega_{1}$ and $\omega_{2}$ : there is a non-negligible probability of occupying the state |g11).

## CONCLUSIONS

We neglected states with three or more photons and analytically found the driving frequencies that would result in the oscillatory Unruh and dynamical Casimir effects for a cavity supporting two modes. In both cases we derived analytical approximations to the driving frequencies necessary to observe the oscillatory Unruh and dynamical Casimir effects. For a multimode cavity, we predicted a new paired Casimir effect where a photon is emitted in each of two different modes of the cavity.
We did not make any assumption as to the rapidity of oscillations of the coupling capacitor. Hence, our model predicts that the oscillatory Unruh and dynamical Casimir effects merely reflect the resonances of the coupled qubit-transmission line, and no relativistic effects appear to be involved. Of course, building cavities at lower than microwave frequencies is probably unfeasible.
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# Using $\gamma \gamma$-Coincidence Spectroscopy to Identify Natural Radiation in Soils Near the Mississippi River 
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Abstract. Naturally radioactive nuclides present in soils contain background radiation that humans are exposed to every day. Previous research suggests that there are high background radiation areas (HBRAs) caused by climate, geography, wind, and
water currents that accumulate a higher concentration of these radionuclides. An investigation of the Nile Delta confirms the presence of minerals rich in U and Th from monazite and zircon, further suggesting that certain locations have a higher concentration of these radionuclides. The present work is a search for monazite in Great River Road State Park, near the Mississippi River. The acquired samples were measured with a low-background NaI(Tl) spectrometer and digital data acquisition system. Using $\gamma \gamma$-coincidence spectroscopy to reduce background radiation, we were able to apply coincidence gates of known
gamma-ray energies originating from
238 $U$ and
${ }^{232}$ Th decay chains to identify the presence of the radionuclides in the soil samples gamma-ray energies originating from ${ }^{238} \mathrm{U}$ and ${ }^{232} \mathrm{Th}$ decay chains to identify the presence of the radionuclides in the soil samples.
From our results, we confirmed that there is an accumulation of minerals containing ${ }^{238} \mathrm{U}$ and ${ }^{232} \mathrm{Th}$ near the river. Our next steps will focus on calculating activities for quantitative results and collecting samples from an extended region along the river.

## INTRODUCTION

Water and air currents dictate accumulation of minerals around the shores of rivers, which results in a nonuniform spread of minerals containing naturally radioactive nuclides that contribute to the outdoor terrestrial natural radiation. Most soils have some amount of natural radionuclides such as ${ }^{40} \mathrm{~K},,^{238} \mathrm{U},{ }^{235} \mathrm{U}$, and ${ }^{232} \mathrm{Th}$, that humans are exposed to every day. ${ }^{1}$ A previous study by Mubarak et al. determined the Nile Delta near Rosetta Beach in Egypt to be a high background radiation area (HBRA) for deposits of beach placer or "black sand," which contains concentrations of monazite and zircon minerals along with a few others. ${ }^{1}$ Monazite is a rare earth element thorium content ${ }^{2}$ The monazite that we are concerned with is fluvial monazite, found in rivers. Monazite has the highest concentration at the lower levels of the matter left behind by a river (alluvium) but some of it can continue downstream. If this alluvium contains gravel, then the monazite can get trapped between the spaces in the gravel; however, in many cases most of the monazite contributes downstream. ${ }^{3}$
As per geological reports, the largest concentrations of radioactive nuclides near the Mississippi Gulf Coast and associated offshore islands are found in the beach sands, with monazite being the most frequent mineral found. ${ }^{4}$ The attributes of monazite are indicative of a formation in metamorphic rocks and the grade of metamorphism governs the concentration of thorium in the mineral, ${ }^{5}$ but it is also said to contain a presence of uranium. This study investigates the formation of radionuclides in soil of Great River Road State Park, near the Mississippi River, for an exploration into the presence of monazite

## EQUIPMENT AND METHODS

The setup for this investigation used two $\mathrm{NaI}(\mathrm{Tl})$ detectors (Scionix model 152AS102/5M-E2-X) each consisting of a cylindrical $\mathrm{NaI}(\mathrm{Tl})$ scintillation crystal with a diameter and height of 152 mm and 102 mm , respectively, with a stainless steel housing. The crystals were coupled with a low-background ET9390 photomultiplier tube (PMT), 127 mm in diameter, and a quartz optical window, to yield a low background radiation. The detectors faced each other at a distance of 8 cm and were enclosed by lead to reduce background radiation, as seen in Fig. 1 and Fig. 2. The bottom. The detectors were biased with voltages of approximately 700 V and a preamplifier which was powered by +5 V . The data acquisition and processing system was XIA Pixie-Net, a multichannel digital spectrometer designed for
high-precision coincidence spectroscopy by detector signal digitization, waveform capture, pulse height high-precision coincidence spectroscopy by detector signal digitization, waveform capture, pulse height
measurement, time stamping, online pulse shape analysis with 12 -bit resolution, and 250 Megasamples per second pulse processor. The Pixie-Net software is managed by a collection of $\mathrm{C} / \mathrm{C}++$ programs. All collected data was analysed using the ROOT data analysis framework to obtain the presented histograms. ${ }^{6}$


FIGURE 1: Two NaI(Tl) detectors placed 8 cm apart with a sample.


FIGURE 2: Lead enclosure of the detectors for low-background counting setup.

Five calibration sources $\left({ }^{137} \mathrm{Cs},{ }^{60} \mathrm{Co},{ }^{57} \mathrm{Co},{ }^{54} \mathrm{Mn},{ }^{22} \mathrm{Na}\right)$ were used for the conversion from multichannel analyze (MCA) spectrum to energy. Each calibration source was measured for 5 minutes, and their MCA values were extracted by fitting the peaks with Gaussian distributions using ROOT to calculate a slope and offset from known gamma-ray energies. The energy resolution of each of the detectors, determined using the full width at half maximum divided by the actual value $(661.7 \mathrm{keV})$ of 137 Cs , was approximately $7 \%$.
Two sets of soil samples (samples A and B) were collected in a few steps proximity of each other at a location off Two sets of soil samples (samples A and B) were collected in a few steps proximity of each other at a location of the trails in the Great River Road State Park. The exact location can be seen in Fig. 3. After collection the samples
were dried and sealed in plastic bottles, see Fig. 1. Data for each sample was collected for 24 hours. The laboratory background, with no sample and bottle, was also measured for the same duration.
Coincidence spectroscopy was used to reduce background radiation further and identify the nuclides in the samples. To confirm the presence of ${ }^{232} \mathrm{Th}$ and ${ }^{238} \mathrm{U}$, we applied coincidence gates from a study by Tillett et al..7 ${ }^{7}$ where coincidence gates represent the energy of a specific state into which other excited states transition. The coincidence gates for ${ }^{232} \mathrm{Th}$ and ${ }^{238} \mathrm{U}$ are extracted from the $\beta$ decays of ${ }^{208} \mathrm{Tl}$ to ${ }^{208} \mathrm{~Pb}$ and ${ }^{214} \mathrm{Bi}$ to ${ }^{214} \mathrm{Po}$, respectively, which can be seen in Fig. 4. It is important to note that ${ }^{208} \mathrm{Tl}$ and ${ }^{214} \mathrm{Bi}$ are not direct byproducts of ${ }^{232} \mathrm{Th}$ and ${ }^{238} \mathrm{U}$ but are products after numerous $\alpha$ and $\beta$ decays. The $\gamma$ rays originate from the transition of the first excited state to the ground state, where there are multiple transitions feeding into the first excited state by higher states from the $\beta$ decays. Figures 5 and 6 present all events that fal within the 500 -ns coincidence window. This coincidence window was applied in software to only keep events in which both detectors measured gamma rays. The energy gate is applied to one detector, then a 1-D histogram of all events from the other detector that come in coincidence with that gate is plotted to identify the radionuclide. To ensure that ou detector is able to measure ${ }^{232} \mathrm{Th}$ and ${ }^{238} \mathrm{U}$ and to make certain that the known coincidence gates ( 2614 keV and 609 keV ) provide the expected results, we tested samples known to contain ${ }^{232} \mathrm{Th}$ and ${ }^{238} \mathrm{U}$. Our results reflected simila findings to Tillett et al. of activities of thorium and uranium in environmental samples. With this method verified, we applied the same approach to the soil samples. ${ }^{7}$


FIGURE 3: Map of Great River Road State Park with marker at ( $33^{\circ} 49^{\prime} 48.0^{\prime \prime} \mathrm{N}, 91^{\circ} 03^{\prime} 00.0^{\prime \prime} \mathrm{W}$ ) where samples were taken.

## RESULTS

The 2-D histograms shown in Figs. 5 and 6 present all events in coincidence from both detectors. For coincidence gating, we looked specifically for vertical bands, indicating a particular energy in one detector the diagonal bands represent Compton scattering and any other events in which an incident gamma ray deposits some of its energy into one detector and the remaining in the other. By referencing a background 2-D in all data. The $609-\mathrm{keV}$ and $2614-\mathrm{keV}$ gates presented in the $2-\mathrm{D}$ histograms are not present in the background and correspond to the ${ }^{238} \mathrm{U}$ and ${ }^{232} \mathrm{Th}$, respectively.
The gates restrict allowed energy values from one axis and project the allowed counts onto the other, producing $1-$ D histograms that only show events that come in coincidence with the energy gate of the other detector. Figures 7 and 8 are 1-D projections of the $609-\mathrm{keV}{ }^{238} \mathrm{U}$ energy gate. We are able to identify some of the gamma rays from ${ }^{7} 7$ The a product of the decay chain of ${ }^{2}$, and in comparison to the histograms in a study by Tillet excited state of ${ }^{214} \mathrm{Po}$. Lower rays, as they overlap at the same energies and have weak transition probabilities of only $5 \%$ and $3 \%$.
Figures 9 and 10 are 1-D projections of the 2614 keV energy gate that corresponds to ${ }^{232} \mathrm{Th}$. The relative and the measured values also yield the transition energy values from higher states to ${ }^{208} \mathrm{~Pb}$.



FIGURE 5: Sample A 2-D coincidence histogram with coincidence gates of ${ }^{238} \mathrm{U}(609 \mathrm{keV})$ and ${ }^{232} \mathrm{Th}(2614 \mathrm{keV})$, shown by vertical black lines.

FIGURE 6: Sample B 2-D coincidence histogram with coincidence gates of ${ }^{238} \mathrm{U}(609 \mathrm{keV})$ and ${ }^{232} \mathrm{Th}(2614 \mathrm{keV})$, show by vertical black lines.


FGURE 7. Sample A 1-D projection to Y -axis of the ${ }^{238 \mathrm{U}}(609 \mathrm{keV})$ coincidence gate. The labeled peaks correspond


FIGURE 4: ${ }^{208} \mathrm{Tl}$ to ${ }^{208} \mathrm{~Pb}$ (a) and ${ }^{214} \mathrm{Bi}$ to ${ }^{214} \mathrm{Po}$ (b) transitions show the origination of expected gamma energies from the parent nuclei ${ }^{232} \mathrm{Th}$ and ${ }^{238} \mathrm{U}$.


FIGURE 8. Sample B 1-D projection to Y -axis of the ${ }^{238} \mathrm{U}(609 \mathrm{keV})$ coincidence gate. The labeled peaks correspond to transitions from Fig. $4\left({ }^{214} \mathrm{Po}\right)$.

## CONCLUSIONS

The 1-D histograms produced by the energy coincidence gate method allowed us to crossreference with know transition energies of gamma rays emitted by nuclei in the decay chains of ${ }^{232} \mathrm{Th}$ and ${ }^{238} \mathrm{U}$ to determine the present radionuclides.
Upon confirming the presence of ${ }^{232} \mathrm{Th}$ and ${ }^{238} \mathrm{U}$, next steps include improving our understanding of our detector efficiencies so that we can quantify the activities of the radionuclides in the soil samples. Additionally, we would also need accurate measurements of the masses of the samples without the bottle.
The measured peaks from the 1-D gated coincidence plots for sample B have more counts than sample A. As the run times for both samples are the same, this variance can point to a difference in activity of the radionuclides The study by Mubarak et al. collected 12 samples with a spacing of 600 m between each on the Nile Delta. ${ }^{1}$ Future plans include mapping out a larger region for bigger sample size and showing if there is variation in the concentration of monazite near the Mississippi River


FIGURE 9: Sample A 1-D projection to Y-axis of the ${ }^{233} \mathrm{Th}(2614 \mathrm{keV})$ coincidence gate. The labeled peaks correspond to transitions from Fig. $4\left({ }^{208} \mathrm{~Pb}\right)$.


FIGURE 10: Sample B 1-D projection to Y -axis of the ${ }^{232} \mathrm{Th}$ ( 2614 keV ) coincidence gate. The labeled peaks correspond to transitions from Fig. $4\left({ }^{208} \mathrm{~Pb}\right)$.
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## Development of an Optical Tweezers Demonstration
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bstract. Optical tweezers are important tools that are used in several scientific fields. An optical tweezers demonstration was developed by testing several different lasers, particles, and particle environments. The final product was a semienclosed
3D-printed casing with a sooted base plate. This demonstration picked up soot particles using a $250-\mathrm{mW} 650$-nm laser 3D-printed casing with a sooted base plate. This demonstration p .
coupled to a $29-\mathrm{mm}$ diopter focusing lens by Edmund Optics [1].

## INTRODUCTION

Optical tweezers are important tools that use a converging laser beam to trap particles at the beam's focal point promote STEM and, more specifically, laser physics, an optical tweezers demonstration kit for Society of Physics Students (SPS) outreach events has been developed.

The goals of the development project were as follows:
Safe. As the minimum hold power required for an optical tweezers laser is $24 \mathrm{~mW}[1]$ and the lasers used for this project were 200 mW (for a $650-\mathrm{nm}$ beam), safe handling of the beam and a beam dump were needed environment for the particles was needed.

- Inexpensive. Most optical tweezer experiments are \$2000-\$5000 [2], but when used only for demonstrations, a high-grade experiment kit is not needed. Creating a kit for less than $\$ 100$ that includes optics by Edmund Optics [3] was desired.
- Easy, consistent, and repeatable. The objective of this demonstration was to show that particles were being trapped and followed the laser's focal point. We needed a high rate of successful trapping of the particles.
- Easy to understand. Practical and accessible explanation materials were needed. For this demonstration, we used optical simulations with conservation of momentum in GeoGebra [4].
To achieve these goals, we tested different kinds of particles, different lasers and coupled lenses, and different positioniag the theory behind optical tweezers. The most recent iteration of our demonstration and to help student can be seen and recreated on Project Evolution in a GitHub repository [5].


## Optical Tweezers Theory

The basic theory behind optical tweezers can be explained with conservation of momentum. When the ray of a eam is incident on a dielectric particle, it refracts inside the particle [6] as in Fig. 1(a). As the direction of the ray beam is incident on a dielectric particle, it refracts inside the particle [6] as in Fig. 1(a). As the direction of the ray
changes due to refraction, the momentum of the ray also changes. Due to the conservation of momentum, radiant pressure at the surface of the particle, shown as $p_{a}$ and $p_{b}$ in Fig. 1(a), is applied. The total pressure, $\boldsymbol{p}_{1}$, applied to the particle causes an acceleration toward the center of the beam. When using a TEM-00 mode beam, the ray in the center of the beam is strongest and it is cylindrically or azimuthally symmetric around the axis of the beam at $C O$. The restoring force, $\boldsymbol{p}_{1}$, causes the particle to stay in the axis of the beam as in Fig. 1(b). However, the rays of the
beam will keep accelerating the particle in the direction of the beam, so a parallel beam is not suitable for optica weezers [4].

(a)

(b)

(c)

FIGURE 1. GeoGebra simulation with parallel rays (the beam direction is up) and a particle. (a) When the particle is incident with the outer rays of the beam, the rays are refracted. This results in a change of momentum at the first and second refraction, shown as $p_{a}$ and $p_{b}$, respectively, and a net force shown as $\vec{P}_{1}$. (b) When the particle is inside the beam, the applied net force on
the particle is shown as $\vec{p}_{\text {tota }}$. Its unit vector, with a length of the radius of the particle, is $\left|p_{\text {tota }}\right|$. (c) When the particle is beyond the focal point of the beam, there is some range where the direction of the net force applied to the particle is against the

As shown in the images of Fig. 1, any displacement from the center of the laser beam will result in a restoring force back to equilibrium. Any particle within the restoring range of the beam is trapped at the equilibrium point, where the focal point is.

## DEMONSTRATION

To begin the demonstration, the theory behind optical tweezers is explained. We used the GeoGebra optical To begin the de the the peal pressure to move toward the beam axis, and the particles in the focused beam stay at the focal point.
Then the physical demonstration starts. Five designs were tested and can be found in the GitHub repository [5] This paper introduces the latest design, with improved designs located in the GitHub repository. A nominally 250 $\mathrm{mW}, 650-\mathrm{nm}$, class-III B laser was used, and all safety guidelines from the Occupational Safety and Health Administration [7] were followed. As the beam was focused with a high focal angle, rays beyond 5 cm from the focal point were weak enough to be considered safe. The particles came from soot on a glass cover slip; however, an surface where soot can be placed works. A lens with a diameter of 9 mm and focal length of 27 mm was used. Th rail for the laser and the lens was 3D printed as one piece to secure both the lens and the laser, as shown in Fig. 2(b) and to ensure safety by inhibiting a concentrated reflected beam. The sooted glass was secured with a 3D-printed container as shown in Fig. 2(a).
We start with the sooted glass container close to the laser aperture, as shown in Fig. 2(b). Slowly we move the ooted container away from the laser and pass the sooted surface through the focal point. As the sooted glass passes properly focused, the laser was strong enough to trap the particles in air, and we could move the laser without dropping the particles. We demonstrated the strength of the particle tweezers by writing "SPS" in the air with a long exposure camera, as shown in Fig 3(b). The associated videos in the GitHub repository show the actual demonstration [5].

(a)


FIGURE 2. Diagram of the setup: (a) 3D-printed container with a sooted glass plate inside, and (b) particle being removed from the sooted surface. See GitHub repository for improved designs.

(a)


FIGURE 3. (a) Trapped particle. (b) The particle was moved/accelerated to spell "SPS" during a long exposure image

## CONCLUSION

With this project we introduced the theory behind optical tweezers using GeoGebra simulations and created Wonstration kit for less than $\$ 100$, meeting our initial goals. In the future we will write a detailed manual that SPS chapters at other schools can use to create optical tweezers and demonstrate this phenomenon.
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Abstract. This study focuses on the dielectric properties of 21.9 -nm spherical zinc oxide ( ZnO ) nanoparticles ( NPs ) at Abstract. MHz were used to investigate the frequency-dependent dielectric properties of ZnO NPs. The commercially available ZnO NPs used in this study were suspended in variable volume fractions up to $\sim 1 \%$ in deionized (DI) water and unrefined organic coconut oil and subjected to three sonication conditions: no sonication (NS), I hour of bath sonication (BS), and 1 hour of bath sonication followed by probe sonication throughout the experiment (CS, "concurrent sonication") to determine
sonication dependence. Small volumes of the resulting suspension were injected sequentially into a dielectric cell for sonication dependence. Small volumes of the resulting suspension were injected sequentially into a dielectric cell for
measuring frequency response. Dry particle tests were conducted similarly. Impedance data suggests that the dielectric behavior of ZnO NPs in a liquid suspension is highly dependent on sonication before and during the test and exhibited a strong dependence of dipole with the polarity of the liquid at low frequencies. In addition, a higher dielectric constant of ZnO NPs was observed when the nanoparticles were in suspension than as a dry powder. For frequencies between 100 Hz and 100 kHz , the average dielectric constant of ZnO NPs in DI water, in unrefined coconut oil, and as a dry particle ar $368.63,24.43$, and 7.25 , respectively.

## INTRODUCTION

Nanostructured ZnO has been investigated as an n-type semiconductor material for third-generation photovoltaics Nanostructured materials have properties that vary wildly and chaotically with size and morphology, often varying greatly from their bulk counterparts [1]. The properties of bulk materials are independent of size. However, there exists some lower limit of this independence. After this point, entirely new properties can be observed from existing materials structured in new ways. Photovoltaics with nanostructured semiconductor materials such as ZnO NPs are much cheaper and cleaner in their construction than silicon-based photovoltaics, but they do not yet offer the high
efficiency of silicon-based photovoltaics [2]. Understanding the dielectric and optical properties of nanomaterials is very important in order to improve their efficiency in photovoltaics. Furthermore, the dielectric properties of any material are important for understanding its behavior in solid-state devices and junctions. Although the experiment outlined in this study cover frequencies well below meaningful optical frequencies, the methodology could be extended to higher frequencies to determine the frequency-dependent complex index of refraction for various nonmagnetic nanomaterials. In this study the dielectric constant of suspended particles is determined by the following relation, derived from Ref. [3] (see Appendix A for full derivation)

$$
\begin{equation*}
\varepsilon_{s}^{*}=\varepsilon_{e}^{*}\left(\varepsilon_{r}^{*}-1\right) \phi+\varepsilon_{e}^{*} \tag{1}
\end{equation*}
$$

where $\varepsilon_{s}^{*}$ is the complex dielectric constant of a suspension of spherical NPs, $\varepsilon_{e}^{*}$ is the complex dielectric constant of the suspension media, $\phi$ is the volume fraction of NPs in suspension, and $\varepsilon_{r}^{*}$ is the complex dielectric constant of the NPs.


FIGURE 1. The apparatus used in this study is shown (a) open to reveal the custom 3D-printed model and (b) ready for use This dielectric cell was constructed from a 2 -mm-wide custom 3D-printed PLA (polylactic acid) model, sanded flat, and placed in an IET Labs LD-3 rigid dielectric cell. Kelvin probes were attached to both leads, leading to a Zurich Instruments MFIA impedance analyzer. Liquid samples were injected and solid samples funneled through the long neck at the top of the 3D model
The 3 D model was printed with $100 \%$ infill and exhibited no permanent deformation throughout the study.

The apparatus shown in Fig. 1 is the product of an iterative process we used to find the ideal equipment to determine the dielectric properties of a small volume of powder. Samples are prepared by measuring out a few tenths of a gram of ZnO NPs into 3 mL of liquid. The resulting suspension is sonicated for an hour to produce a homogenous stock This is diluted over various amounts into more suspension media and allowed to settle before being subjected to various sonication conditions, and the dielectric constant of each is determined. This is done to produce a curve of dielectric constant vs volume fraction of NPs for each frequency, sonication condition, and suspension media. Each est consisted of injecting $25 \mu \mathrm{~L}$ of test suspension (or $\sim 0.02-0.05 \mathrm{~g}$ of powder) and taking impedance spectra from 100 Hz to 5.1 MHz with a test voltage of 300 mV . Ten injections are performed in each test, totaling $250 \mu \mathrm{~L}$ of test suspension in the dielectric cell (or around 0.1 g of powder). By the methods outlined in Ref. [4] and Appendix B, $\varepsilon_{r}^{*}$ can be determined across all frequencies for any suspended or dry powder from these spectra. This methodology was conducted four times each for ZnO NPs in DI water and three times in coconut oil after no sonication (NS), 1 hour of bath sonication (BS), and 1 hour of bath sonication followed by probe sonication throughout the experiment (CS "concurrent sonication"), totaling 21 experiments and 210 spectra. In addition, 9 CS coconut oil suspensions were tested ( 90 spectra), and 14 volumes of powder were tested ( 14 spectra).

RESULTS


FIGURE 2. The sonication dependence of the real component of the dielectric spectra of ZnO NPs in (a) DI water and (b) conut oil. The noisy appearance of the dielectric spectra in coconut oil can be attributed to the high resistivity of coconut oil The solid dotted and dashed lines represent the dielectric constants for ZnO NP suspensions subjected to NS, BS, and CS,

（a）

（b）

FIGURE 3．The（a）real and（b）imaginary components of the dielectric constant of ZnO NPs suspended in each fluid．The solid，dotted，and dashed lines represent the dielectric properties for ZnO NPs in water subjected to BS ，coconut oil subjected to CS，and dry air，respectively．Note that Figs． 2 and 3 do not match up concerning coconut oil．This is because of the additional 9 CS coconut oil experiments included in Fig．3．Data from previous literature is highlighted as well［5］

The experiments in sonication dependence shown in Fig． 2 show that CS yielded the most repeatable results in coconut oil（ $R^{2} \approx 1$ for Eq．（1）for most frequencies）．This is not the same for DI water，possibly due to the physically invasive probe sonicator and the solvent and conductive nature of DI water．In any case，BS provided the most reliable ZnO NPs $\approx 1$ for Eq．（1）for most frequencies）in DI water．As shown in Fig．2，regardless of sonication condive low，nonpolar）．This is consistent with Fig．3．Although 14 dry powder tests were conducted，only 7 were included in Fig．3，due to the NPs exhibiting charging behavior．When the charged and uncharged data were separated，it wa clear the charged particles exhibited a much higher dielectric constant．This data was not included in Fig． 3 to maintain consistency．This charging may also explain the sudden increase in dielectric constant at higher frequencies in dry ZnO NPs；such an increase was not observed in the charged powder dielectric spectra

## CONCLUSIONS

Figure 2 demonstrates the claim that the dielectric properties of suspended ZnO NPs are highly dependent o sonication，showing the importance of material distribution in dielectrics made of multiple materials．The CS experiments in coconut oil and BS experiments in DI water hold the most meaningful data as large complexes of
coalesced particles are continually redistributed，meaning the assumptions made in Eq．（1）are valid．Figure 3 coacsed pars dielectric component at $\sim 370$ when suspended in DI water at low frequencies，while only reaching $\sim 30.7$ over the same range when suspended in coconut oil．As a dry powder， ZnO NPs exhibit dielectric constants in the single digit $(\varepsilon \approx 4-7$ ，from 1 kHz to 1 MHz ，consistent with previous literature［5］）．Across the majority of test frequencies， suspended ZnO NPs exhibited higher dielectric constants than dry powder，shown in Fig． 3.
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bstract．Exotic behavior of linearly dispersed electronic bands near the Fermi level implies advanced physical properties a material．In this paper，we present an ab initio study of the electronic properties of $I r G a$ and $R h G a$, with and withou pin－orbit interaction，using first－principles calculations．Linearly dispersed band crossings，reminiscent of topologica
semimetallic band structures，were identified near the Fermi energy．These include type－I and type－II Dirac points an odal lines．By applying compressive and tensile stress to the lattice along $\mathrm{x}, \mathrm{y}$ ，and z ，the response to the band structure near the Fermi level has been studied．

## INTRODUCTION

The field of topological matter is currently one of the most active，and hence discovering new exciting opological materials is of interest．Among topological materials，topological insulators and semimetals are classifie as topological if nontrivial Chern numbers or Berry phases can be detected．Just as with normal insulating materials， topological insulators have an energy gap between the valence and conduction bands，but they exhibit gaples
解 momentum space and are inverted beyond the crossing point（or line）［3］．Weyl and Dirac semimetals exhibit band crossing points，while in nodal line semimetals the bands are degenerate along a 1D nodal line or loop． Nodal line semimetals can be the origin of many different topological phases；spin－orbit coupling can gap to a noda ine，Weyl points，Dirac points，or to a topological insulating phase，depending on the crystal symmetry．For example have a Weyl semimetal，either inversion or time－reversal symmetry needs to be broken［4，5］．
Dfable within the nonrelativistic Schrödinger description but can be described by the Dirac equation eng，which is massless high－mobility electrons．Such a Dirac band dispersion was first predicted in graphene［6，7］，which exhibit six Dirac points．The linear crossing point at the Fermi level in graphene has been linked to its electronic and optical properties．After the discovery of graphene，the search for Dirac materials was extended to 3D materials［8，9，10］ Dirac semimetal behavior was first predicted and then realized in $\mathrm{Na}_{3} \mathrm{Bi}$ and $\mathrm{Cd}_{3} \mathrm{As}_{2}$［8，14－20，47］，Weyl semimetal behavior was predicted and realized in TaAs［32，41－46］，and nodal line semimetal behavior was predicted in $\mathrm{Cu}_{3} \mathrm{PdN}, \mathrm{Ca}_{3} \mathrm{P} 2, \mathrm{CaP}_{3}, \mathrm{PbO}_{2}, \mathrm{CaAg}, \mathrm{TiB}_{2}, \mathrm{CaAgAs}^{2} \mathrm{ZrB}_{2}, \mathrm{SrSi}_{2}$ ，LaSiS $[9,23-31]$ and experimentally realized in $\mathrm{PbTaSe}_{2}, \mathrm{PtSn}_{4}, \mathrm{ZrSiS}, \mathrm{ZrSiSe}, \mathrm{ZrSiTe}, \mathrm{HfSiS}$ ，and ZrSnTe ［32－40］．Linear band crossing points can be classified into two categories by considering the slope of the band dispersion at the crossing point．Type－I Dirac points ar upright＂in respect to energy，while type－II Dirac points are tilted，thus having unequal slopes of the ban dispersions．These two types differ in their density of states at the Fermi level，which vanishes for type－I Dirac nodes but is finite for type－II nodes［11－13］．In general，first－principles electronic structure calculations based on density functional theory（DFT）play an important role in exploring topological electronic materials theoretically
$54]$ and rhodium gallium $(R h G a)$ is presented and their topological nature is reported To the best of（ raa ）［53 hese compound have not yet been discussed in detail for their topogical behaviors．In this paper，we repor
calculated electronic structures of $I r G a$ and $R h G a$, and predict that both compounds exhibit topological features. The same features are observed in both compounds; hence we mainly present the detailed study of $\operatorname{IrGa}$. In the $\operatorname{Ir} G a$ bulk band structure there are highly dispersive bands that cross the Fermi level. Without the SO effect, a
nodal line formed by the highly dispersive bands is located near the Fermi level around the R nodal line formed by the highly dispersive bands is located near the Fermi level around the $R$
point. The nodal line is protected in the absence of SO and is gapped due to SO coupling. Along M-R, point. The nodal line is protected in the absence of SO and is gapped due to SO coupling. Along M-R,
there is a type-1 Dirac crossing. A flat band can be seen along M-R near the Fermi level that crosses the linear bands twice and gaps out with SO coupling. Additionally, the pressure effect of the material was tested.

## CRYSTAL STRUCTURE AND COMPUTATIONAL METHOD

Electron configurations of $I r, R h$, and $G a$ are $[X e] 4 f^{14} 5 d^{1} 6 s^{2},[K r] 4 d^{8} 5 s^{1}$, and $[A r] 3 d^{10} 4 s^{2} 4 p^{1}$, respectively. The $\operatorname{Ir}(R h)$-d orbitals and $R h$-s orbitals are not fully occupied, whereas $G a$-p orbitals are not fully occupied. Both are intermetallic compounds with a cubic lattice structure. The lattice parameters of $I r G a$ and $R h G a$ are 3.0040 and 3.0034 , respectively, $[55]$ with the same space group symmetry of $221(\mathrm{Pm}-3 \mathrm{~m})$. The crystal is symmorphic in that has both time-reversal and inversion symmetry. The optimized lattice parameter for $\operatorname{IrGa}$ is calculated by using
volume optimization as $a=3.0566$ and is used for all the calculations. It is comparable to the reported lattice volume optimization as $a=3.0566$ and is used for all the calculations. It is comparable to the reported lattice
parameter in Refs. [53,54]. Figure 1 shows the primitive cell structure of $I r G a$, the same as the conventional cell. The parameter in Refs. [53,54]. Figure 1 shows the primitive cell structure of $I r G a$, the same as the conventional cell. The
$G a$ atoms sit at the corners of the primitive cell, and $I r(R h)$ atom is at the center of the primitive cell. The first Brillouin zone (BZ) of the structure is shown in the right panel of Fig. 1 with the high symmetry points on the cubic BZ and the $\Gamma(0,0,0)$ point located at the center.

(a)

FIGURE 1. Structure of bulk $I r G a$. Panel (a): The primitive unit cell. The blue spheres denote the $G a$ atoms and the red sphere is the Ir atom. Panel (b): Bulk primitive BZ. The $k_{v}, k_{y}$ and $k_{\text {s }}$ show the reciprocal lattice vectors. The light blue dots display the high symmetry points of the BZ with labeling $\Gamma, \mathrm{R}, \mathrm{X}$, and M .

The band structure and density of states were calculated by performing first-principal density functional theory DFT) methods in the WEIN2K simulation package using the Perdew-Burke-Ernzerhof (PBE) pseudopotentials and the plane-wave basis set with the generalized gradient approximation (GGA) [56-60]. The BZ was sampled by using $20,000 \mathrm{k}$-points and setting the plane-wave cut-off parameters, RKmax, to 7 with extreme convergent of energy and charge. Calculations were performed with and without spin-orbit (SO) coupling. Volume optimization was performed to calculate the lattice parameters to corresponding pressures. The crystal momentum in units of $k=(\pi / a, \pi / a, \pi / a)$ is used throughout the discussion unless otherwise specified.

(a)

FIGURE 2. Calculated electronic band structure and total density of states (DOS) for $I r G a$ and $R h G a$ compounds without SO coupling. (a): Calculated bulk band structures along the high-symmetry lines on the BZ k -path $\mathrm{\Gamma}$-M-R-X-Г-R-M-X shown in Fig. 1(b) for $I r G a$ (blue solid lines) and $R h G a$ (red dotted line). (b): The total DOS of $I r G a$ is shown by the blue solid line, whereas the red dotted line shows the total DOS for the RhGa compound. The solid black line at zero indicates
the Fermi level.

## RESULTS AND DISCUSSION

The band structure calculations of $I r G a$ and $R h G a$ within GGA without inclusion of the SO coupling along the highsymmetry k-path $\Gamma$-M-R-X-Г-R-M-X are plotted by setting the Fermi level to 0 eV on the energy scale, as shown in Fig. 2. The band structures of $I r G a$ and $R h G a$ are shown in Fig. 2 (a) using blue solid lines and red dotted lines, respectively. The features of both band structures are the same. Total DOS calculations for $I r G a$ and $R h G a$ are shown in Fig. 2(b) by these similarities, we extend the detailed study by choosing the IrGa compound.
The band structures of $I r G a$ within GGA without inclusion of the SO coupling along the high-symmetry k-path $\Gamma$-M-R-X-F-R-M-X are plotted in Fig. 3. The left panel (a) shows the band structure of the $\operatorname{Ir} G a$ compound, and the right pane (b) shows the atom-projected DOS calculation. There are few bands near the Fermi level. There is a single band that crosses the Fermi level near point M (shown in the $\Gamma$ - M and M -X planes), and it was identified as the $I r$-deg orbital. The range of linearly dispersed bands is large, and linear crossing of bands near the Fermi level is observed and discussed below. The results of the total and atom-projected DOS of IrGa help to elaborate on the nature of the bands near the Fermi level and provide information about the origin of the bands and contributions from each atom and each orbital to DOS. According to the results shown in the right panel (b) of Fig. 3, DOS near the Fermi level is very small (essentially a zero DOS at the Fermi level for perfect Dirac semimetals) and is mostly a contribution from the $I r$ atom, which is exotic band behaviors of Dirac materials, we perform an SO calculation for the $I V G a$ system as shown in the bettom part of Fig. 3. The left panel (c) of the figure shows the SO calculation of the band structure which has more degenerated bands and opening gaps corresponding to the absence of SO coupling as discussed below. The right panel (d) of the figure represents the DOS contribution from each atom. When compared to the DOS without inclusion of the SO effect, there is no change in the DOS with SO coupling at the Fermi level, although the DOS near the Fermi surface displays sharp contrast.
Within the chosen k path there are band crossings in the M-R $\left(k_{x}=-\pi / a, k_{z}=-\pi / a\right)$ plane near the Fermi level as enumerated from 1-3. Since irreducible representation (symmorphic crystal symmetries) allows us to access each eigenvalue along the chosen k -path, we can see connecting lines of bands and the same colored bands with the same symmetry. A zoomed-in picture of the irreducible representation of the M-R plane is displayed in the left panel of Fig. 4 It is very clear that bin 1 in Fig. 4 is a type-I twofold-degenerate Dirac point located at an energy of about 0.65 eV with the coordinates ( $-0.55342,0.28948,-0.55342$ ). The linear crossing of the black line (irreducible representations of $\Gamma_{1}$ and $\Gamma_{5}$ of space group $C_{4 v}$ ) is dominated by hybridized bands of $I r$ - d 2 g and the $G a$-s orbital.


FIGURE 3. Calculated electronic band structure and atom-projected DOS for $I r G a$ with and without SO coupling (SOC). Panel (a): Calculated bulk band structures along the high-symmetry k-path $\Gamma$-M-R-X-Г-R-M-X shown in Fig. 1(b). The numbers from 1 to 8 are discussed in the content. Panel (b): The purple solid line denotes the total density of states of $I r G a$. The maximum contribution to the DOS comes from d orbitals of the $I r$ atoms as shown in the red and blue dotted lines, while $G a$ ator
contribute a small percentage as indicated with the solid brown line. The maximum contribution to the total DOS at the ermi level forms from deg orbitals of the $I r$ atom. Panel (c): Calculated bulk band structures along the high-symmetry k-path as in the top panel but with SO coupling. Panel (d): The purple solid line denotes the DOS of $I r G a$. The maximum contribution to the DOS comes from d orbitals of the $I r$ atoms as denoted by the red and blue dotted lines, while $G a$ atoms contribute a small percentage as displayed by the solid brown line. The solid black line in all figures at zero indicates the Fermi level.

The gray line ( $\Gamma_{5}$ of space group $C_{4 v}$ ) is dominated by hybridized bands of $I r$-dt2g, p , and $G a-\mathrm{p}$ orbitals. The black and gray lines at the crossing point display the same and opposite slopes around $\pm 16 \mathrm{eV}$. In the presence of SO coupling, the crossing point is fully gapped into threefold degeneracy with band inversion as shown in the right panel of Fig. 4. I conclusion, the crossing point is predicted to be a Dirac point protected by the absence of SO coupling with a predicted electron velocity of around $2.4 \times 10^{16} / \mathrm{s}$ calculated by $(1 / h) d E / d k$, which is similar to the experimentally measured eloctron of $\mathrm{Cl}_{3} A s_{2}[20]$. A flat energy dispersion of electrons athe Fermi level of a material eads to instabilities in the electronic system and can be claimed as a phase transition [63-65]. Within the chosen k path in the $\mathrm{M}-\mathrm{R}$ plane ( $k_{x}=-\pi / a$, without the SO effect Although we predict a flat band there is no singularity present in the DOS as expected to be in phase transition [65]. With switching on SO coupling, the two crossings at the coordinates ( $-0.55342,0.29799,-0.55342$ and $(-0.55342,0.34907-0.55342)$ are gapped out into twofold degeneracy of each as displayed in the right panel of Fig 4. In irreducible representation the first coordinate consists with $\Gamma_{1}, \Gamma_{2}$ and $\Gamma_{5}$ symmetries and the second coordinate consists with $\Gamma_{1}$ and $\Gamma_{2}$ that are protected by space group symmetry $C_{4 v}$. The flat band is identified as $I r$-deg orbitals. It is observed that the bands are linear and gap out with the SO effect, and the flat band has almost zero slope, while the othe bands have around $\pm 16 \mathrm{eV}$. By observation of the tilting of the bands, we predict that to be a type-II nodal line which transitions from a nodal line semimetal to a topological insulator in the presence of the SO effect. Similar single crossing of such a flat band has been discussed in $S c P d_{3}[62]$.
Additionally, a crossing at the coordinates ( $-0.55342,0.43422,-0.55342$ ) represented by the $\Gamma_{1}$ and $\Gamma_{4}$ bands with energy -1.0 eV is protected by the $C_{4 v}$ space group symmetry. Bin 3 in the M -R plane represents this crossing, and it opens a small gap (twofold degeneracy) due to the SO effect, which is a nodal line formed around the R point.


FIGURE 4. (Color online) Zoomed-in version of the electronic band structure of bulk $I r G a$ in different segments. Panel (a) top: Calculated zoomed-in irreducible band dispersion around areas 1,2, and 3 in Fig. 3 along the M-R trajectory is presented with
the absence of SO coupling. Panel (a) bottom: The same as panel (a) top but with the presence of SO coupling Panel (b) top: the absence of SO coupling. Panel (a) bottom: The same as panel (a) top but with the presence of SO coupling. Panel (b) top:
Calculated zoomed-in irreducible band dispersion around 4,5 , and 6 labels in Fig. 3 shown along k-path $\Gamma$-R in the absence of SO coupling. Panel (b) bottom: The same as panel (a) top but in the presence of SO coupling. Panel (c) top: Calculated zoomed-in irreducible band dispersion around the 7 and 8 labels in Fig. 3 shown along k-path R -X in the absence of SO coupling. Panel (c) bottom: The same as panel (c) top but in the presence of SO coupling. The insets on panel (a), (b), and, (c) denote the selected M-
R, $\Gamma$-R, and R -X paths. Zero energy is set to the Fermi level in all panels.

The dicussion will be continued in both the $\mathrm{M}-\mathrm{R}-\mathrm{X}$ and $\Gamma$-R-X planes and recognized as a three-dimensional nodal line round R related to the labeling boxes 3,5 , and 8 together in Fig. 3, with and without SO coupling.
Moving into the $\Gamma$ R trajectory, the zood picture in Fig 4 shows the there is avoided .in bin The gap is barely sensitive to the SO ffect. The gap with the ebsence of SO as shown in the top panel of Fig $4(\mathrm{~b})$ is protected by the $\mathrm{C}_{3}$ space group and is located at the coordinates $(-0.43905,0.43905,0.43905)$ with band index $\Gamma_{1}$. We reeze the discussion of this feature due to the same symmetries of the bands shown in irreducible representation. Bin 5 in Fig. 4 is related to the end of the nodal line predicted around the R point in $\Gamma$-R. A crossing point at the coordinates $(-0.46948,0.46948,0.46948)$ with band indices $\Gamma_{1}$ and $\Gamma_{3}$ is protected by the absence of the SO effect and falls along the threefold rotation axis with symmetry $\mathrm{C}_{3 \mathrm{v}}$. With inclusion the SO gap is opened with threefold degeneracy which is dominated by crossing of $G a$-s orbitals and $I r$-deg orbitals. Additionally, bin $6(-2.2 \mathrm{eV})$ at coordinates $(-0.36565$, $0.36565,0.36565$ ) in Fig. 4 displays a linear band ( $\Gamma_{1}$ and $\Gamma_{3}$ ) crossing with space group symmetry $\mathrm{C}_{3 \mathrm{v}}$, which is protected by inclusion of SO coupling but band index $\Gamma_{1}$ is separated.
Box 8 shows a zoomed-in picture of the R-X ( $\mathrm{k}_{\mathrm{x}}=\mathrm{k}_{\mathrm{z}}$ and $\mathrm{k}_{\mathrm{y}}=\pi / \mathrm{a}$ ) plane shown in Fig. 4(c), representing the end of he nodal line located around R. One crossing is located at an energy of -0.95 eV with coordinates ( $-0.46219,0.55342$, -0.46219 ) and band indices $\Gamma_{1}$ and $\Gamma_{3}$ with the space group symmetry of $C_{2 v}$. The other crosses at an energy of -0.74 VV with coordinates $(-0.44395,0.55342,-0.44395)$ and indices $\Gamma_{1}$ and $\Gamma_{3}$ of space group symmetry $\mathrm{C}_{2 \mathrm{v}}$. They are
dominated with $G a$-s orbitals and $I r$-deg orbitals and split into three bands with SO included as displayed in Fig. 4(c).

Additionally, a Dirac crossing (mainly from $I r$-dt2g orbitals) indicated in bin 7 at energy -2.33 eV with coordinat $(-0.18853,0.55342,-0.18853)$, and bands indices $\Gamma_{1}$ and $\Gamma_{2}$ protected by symmetry $C_{2 v}$ open up the gap with the of the SO effect. With the discussion of bins 8-7 together, it is a nodal line protected by the absence of SO effect and transits into a topological insulator state with the band inversion by inclusion of SO coupling. Recent


FIGURE 5. Band structure of bulk $I r G a$ under four pressure values. Panel (a): Evolution of bulk band dispersion along high symmetric k -path $\Gamma$-M-R-X-Г-R-M-X, the same path used in Fig. 3 for pressure 50 GPa . Panel (b): The same as panel (a) but for pressure 0 GPa . Panel (c): The same as panel (a) but for pressure -20 GPa. Panel (d): The same as panel (a) but for critical pressure - 38 GPa .
studies predicted trivial phase transitions into a topological insulator by applying physical pressure [66-69]. To study the topological phases under pressure, volume optimization is performed and the lattice parameter related to applied physical pressure is obtained. The band structure of $\operatorname{IrGa}$ was calculated for both compressive $50 \mathrm{GPa}(a=2.8891)$, and the top right panel indicates the same for $0 \mathrm{GPa}(a=3.0566)$. There is no impressive effect to the band structure except that the band structure is stretched out more around the Fermi energy. The bottom left panel displays the band structure for $-20 \mathrm{GPa}(a=3.2006)$ with the significant differences upon 0 G Pa . All the labeling from bins $1-8$ have substantial swaps in the energy scale for this particular pressure. Hence, we decide to tune the band structure with tensile stress and originate the critical pressure as -38 GPa ( $a=$ 3.6594), which brings the flat band in the M-R plane to the Fermi level as shown in the bottom right panel of Fig. 5. A zoomed-in picture of this behavior is displaced in Fig. 6. Figure 6(a) denotes the irreducible representation of band structure in the M-R-X plane for pressure -38 GPa, which shows a closer look of swaps of energy scales due to physical pressure. In this critical pressure, the predicted Dirac point in bin 1 is lowered to 0.3 eV , whereas the flat band is pulled to 0 eV . Although the nodal line around R is broadened out from appeared.
Further, there are significant outcomes on total DOS at -38 GPa pressure with SO effect as displayed in Fig. 6(b). It shows that at this critical pressure, both materials will be promising candidates for future studies



FIGURE 6. Zoomed-in version of the bulk band structure in the M-R-X segment with critical pressure - 38 GPa and total DOS for critical pressure - 38 GPa. Panel (a) top: Calculated zoomed-in irreducible band dispersion in the M-R-X path for bins $1,2,7$, and 8 in Fig. 3. Panel (a) bottom: The same as panel (a) top but in the presence of SO coupling for pressure - 38 GPa. Panel (b) top: Corresponding total DOS of $I$ Ga for pressure zero and -38 GPa are displayed. The red solid line indicates the total DOS in zero pressure, whereas the blue solid line denotes the same for a critical pressure of -38 GPa. Similarly, the corresponding colored dotted
lines show the total DOS for the SO effect for zero and critical pressure, respectively. Panel (b) bottom displays the zoomed-in DOS the SO effect for zero and critical pressure, respectively. Panel (b) bottom
near the Fermi level. The solid black line at zero indicates the Fermi level.

## CONCLUSION

In summary, our studies of $\operatorname{IrGa}$ and $\operatorname{RhGa}$ compounds suggest that both are important systems to study due to the unusual behavior of bands near the Fermi level and strong spin-orbit coupling effect. Since Dirac material has theoretical and experimental academic significance, further studies of $\operatorname{Ir} G a$ and $R h G a$ are suggested. Most importantly, we predict drastically different topological properties near the Fermi energy with significantly different behaviors of band crossings and touchings. A linear band crossing near the Fermi level was discovered, and Dirac points, hodal lines, and flat bands win tremendously distinct actions were structure of $I r G a$ and its important topological properties will be useful for searching for novel Dirac fermions structure of $\operatorname{IrGa}$ and its important topological properties will be useful for searching for novel Dirac fermions and materials for further studies.
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## OVERVIEW

Scientific manuscripts are documents that focus on providing a scientific argument to a specific group. In fact, dience selection is potentialy the most inportant decision a science communicator needs to make before preparing a manuscript for publication. This document will outline a process to draft a manuscript for the Journal of Undergraduate Reports in Physics (JURP), but can also be used for most publications. In this specifi case, junior or senior physics majors and undergraduate professors are your primary audiences. They are knowledgeable about physics, but unlike you, they have not spent much time trying to understand the specific problem being discussed in your report.
There is a dig difcrence between the comments you write in the margin of your lab notebook and what you migh write in a paper for publication in a scientific journal. Your laboratory data book is a chronological, definitive record as to what you were thinking at that time. A journal article is a focused summary discussion of the research question, its processes, and conclusions. Authors should avoid discussing experimental dead ends and present a clear scientific argument. The reader does not have to be able to completely reproduce the work from the journal article Instead, the reader should be able to understand both the physics and techniques of what was done and the ationale behind why it was done.
The goal of a journal article is to announce a new finding, idea, or process. Abstracts should provide the key result as most readers will only look at titles and abstracts. By using key words and clear abstracts, potential readers locat research of interest. If, after reading an article, a reader then wants to find out the finer details of an experiment of derivation, they can contact the author of the paper for a personal in-depth conversation about the subtleties.
The general style of writing used in a physics journal is different from that of literary works. The narrative of the paper is intended to do three things: 1) present the background necessary for the reader to understand the science being reported in the paper; 2) outline the details and the implications of your work; 3) lead the reader through the woper the reader should not have to decide for themselves what you are proposing. The narrative should lea aders through your work in an unambiguous manner, telling them what to see and understand in what you did Assist the reader with interpretation of the data and calculations. Presenting a clear interpretation of your results is he most important part of the paper

You should take care to make sure that the material is presented in a concise and logical way. Make sure that your sentences do not have too many dependent clauses. Overly complicated or long sentences make the logic of an argument difficult to follow. You should choose a paragraph structure that focuses the attention of the reader on the development of the ideas. Paragraphs should connect to each other, as the manuscript is a focused logical argument.

## SECTIONS

## Abstract

An abstract is a self-contained paragraph that concisely explains what you did and presents key results The abstract is often published separately from the body of the paper, so you cannot assume that the reader of the abstract also has a copy of the rest of the paper. You cannot refer to figures or data that are presented in the body of the paper. Since abstracts are used in literature searches, all key words that describe the paper should be included in he abstract. Be quantitative with results and keep it to less than 100 words.

## Introduction

This section outlines the background necessary to introduce your results. It is not an abbreviated review of what you are going to discuss in detail later. This section should present the necessary theoretical and experimenta context such that a knowledgeable colleague, who is not an expert in the field, will be able to understand the dat presentation and discussion. If you are going to use a particular theoretical model to extract some information from
Where appropriate, factual information should be refer
suide the reader to a detailed description of a particulad. When presenting background information, you别 you should not repeat it.

How one proceeds from this point depends upon whether the paper is about a theoretical study or an experiment. We will first suggest a format for papers about experimental investigations and then one that describes a theoretical derivation

## Experimental Investigations

## The Experiment

This section guides the reader through the techniques and apparatus used to generate the data. Schematic aagrams of equipment and circuits are often easier to understand than prose descriptions. A statement such as "A diagram of the circuit used to measure the stopping potential is shown in Fig. $6^{\prime \prime}$ is better than a long set of words. It is not necessary to describe in words what is shown in a diagram unless the average reader would not be able to follow the diagram. If special experimental techniques were developed as part of this work, they should be discussed here. You should separate the discussion of the equipment used to measure something from you results. This section should not include data presentations or discussions of error analysis.

Data Presentation and Interpretation of Results
The data are the truths of your work. This section should lead the reader through the data and how errors were measured or assigned. The numerical data values should be presented in tables and figures, each with its own number and caption, e.g., "The results of the conductivity measurements are shown in Table 3." It is difficult to follow narratives when the numerical results are included as part of the narrative. Raw, unanalyzed data hould not be presented in the paper. All figures and tables should be referred to by their number. Any figure paper.

## Theoretical Studies

The Model
This part should consist of a theoretical development of the constructs used to model the physical system under investigation. Equations should be on separate lines and numbered consecutively. The letters or symbols used in the equations should be identified in the narrative, e.g., "The potential can be approximated as:

$$
W \approx Z-\sigma(\rho)
$$

where $Z$ is the number of protons and $\sigma$ is the screening constant that is dependent on the charge density, $\rho$, of the inner electrons of the $K$ and $L$ shells." If you wish to use this equation at a later time in the narrative, refer to it by it number, e.g., "The straight line fit shown in Fig. 3 indicates that Eq. (1) can be used to extract a value of..."

## Calculations

This section presents a summary and discussion of the numerical results calculated from the model. The results should be presented in tables or graphs, each with a caption. A table or graph that is not discussed in the narrative should be eliminated. Data that are not interpreted by the writer have no place in a paper. Reference numerical results that are used in the calculations and come from previous work done by others.

## Conclusion

In this section, briefly summarize the key result and supporting argument. Be sure to list important quantities and if appropriate, where this research could lead in the future

## References

All references, numbered in order of appearance, are collected together at the end of the paper. Note that in mos cases you do not need to include article titles. Additional formatting guidance for JURP submissions is available on the JURP website and AIP Publishing's website. See the references for examples. ${ }^{\text {1- }-6}$

## Other Advice

Tables and Figures
Readers often scan papers by looking at the figures and data tables before they read the narrative of the work Each table or figure should be numbered and have a descriptive caption. Take care to put enough information in the caption that the reader can get some feeling for the meaning of the data presentation. in some journals, table and figures are placed by the layout editors at the corners of the page to make the format attractive and easy read, so a figure may not even be on the same page as the discussion of that figure. All lines shown on graphs should be identified, e.g., "The dashed line is drawn to guide the eye" or "The solid line is a fit to the data using the sing model."
An example of a graph of a set of data is shown in Figure 1. The graph is sized by the range of data points The bottom left point does not have to be the origin $(0,0)$. Error bars must be shown with data points. A graph with dependence of your data. Be careful that the figures you present are not too busy; too much information on a figure makes it difficult to pick out the important parts. Remember that figures often appear much smaller in prin so make sure graph fonts are about the same size as in the narrative. Also, color plots could be more expensive to print than black and white and not convey the information any more clearly. Black filled vs empty symbols o solid vs dashed lines offer high contrast on a plot that will be reduced in size for publication. Figures should have high resolution or they may appear blurry.


FIGURE 1. A graph of gas temperature versus pressure for an ideal gas at constant volume. The solid line drawn is the least squares fit straight line to the data. The dashed line extrapolates to the intercept, with uncertainty, denoting an estimate of centered. To help stay within the space requirement consider having two figures next to each other. If figures have more than on
part, each part should be labeled (a), (b), etc.

TABLE 1. Energy states found in the numerical search. The accepted values for these states are also listed.
$\left.\begin{array}{lcc}\hline & \text { State } & \text { Experimental } \boldsymbol{e V}\end{array}\right)$ Theoretical $\boldsymbol{e V}$ V

## Numbers and Units

Any experimentally measured data presented in tables, such as that shown in Table 1, should include ncertainties. You should use scientific notation when presenting numbers, $(7.34 \pm 0.03) \times 10^{7} \mathrm{eV}$. Take care that you have the correct number of significant digits in your results; just because the device shows six digits, does no mean that they are significant. You should use the MKS system of units.

## Style

It is often helpful to make an outline of your paper, with figures, before you write it. In this way, you can be sure that the logical development of your presentation does not resemble two octopuses fighting, but that it is linear Often the order of your journal notebook is not the same order in which you should present the data.
One generally writes the report in the past tense. You also should use the third person. Even though you might have done the work by yourself, use "we," e.g., "We calculated the transition probability for."" It is often confusing when you begin sentences with conjunctions. Make sure that each sentence is a clear positive statement ather than an apology.
There are a few words or phrases you should be careful of using. Fact - This is a legal word and is generally avoided in the physics literature. Proof or prove - These words are meaningful in mathematics and you cannot prove something in physics, especially experimental physics. The purpose of this experiment is Through background information we outline the issue we aim to solve. One can easily show that - Do not intimidate the reader. Remember that the reader of your paper is a senior in college! It is obvious that or One clearly can see Such statements only intimidate the reader that does not find your work trivial. Data is the plural form of the noun datum, so use it as such: "The data are" or "The data show that." Human error has no specific meaning but instead ndicates an unspecified error. Errors must be quantified, not swept under a rug and remain unnamed. In order to This phrase can usually be replaced with just the word to. Almost exactly - We do not know how can something be almost and exact at the same time

Adhere strictly to the template and format guidelines required by the publisher of the journal. The newest JURP templates and formatting guidelines are available online.
Lastly, the journal may request that you suggest reviewers of your manuscript. Reviewers should be as unbiased possibe in the our work to improve the manuscript. The journal editor may also offer suggestions to improve the manuscript and ultimately has the responsibility to accept or reject your manuscript or revisions for publication.
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