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An Editorial - by Rexford E. Adelberger

MOVING PAINS - THE CONSEQUENCE OF PHYSICISTS MANAGING AN ADMINISTRATIVE CHANGE ... I knew I should have taken couple of those easy management courses in college.

Over the past year, the Society of Physics students has been suffering through the administrative changes taking place in the American Institute of Physics. When Kenneth Ford became the CEO of the Institute, he decided to restructure the organization and hired some new people to head the various branches of the organization.

The SPS is part of the Education Division of the Institute. It is a very small part of this large scientific publishing organization. However, it is important to the AIP because it is one of the few parts of the Institute that can be considered non-profit educational, and hence keep the whole organization at the preferred status of 'tax-exempt' in the eyes of the IRS. Since we are part of the education office, the executive office (without an executive officer) of the SPS, along with the rest of the division, moved to AIP offices in Washington DC.

Physicists have have always felt that one of their skills was to be able to design experiments which clearly could tell the truth about physical reality. I have often heard the story how R. R. Wilson directed the design and construction of the accelerator at Fermi Lab in less than the expected time and came in under budget. I remember remarking to some friends that what we really needed was to have a physicist as President if we wanted to extract ourself from the political mess in which we find ourselves.

At the same time, I remember one of my college math teachers teaching me the power of the counter-example. I suspect that the move of the SPS to Washington DC is a counter-example to the administrative acumen of the director of Fermi Labs. The military has a number of interesting acronyms that describe the transition. Until the last few weeks, it wasn't clear that there was a center-of-mass for the system to which a net force could be applied to accelerate it in the correct direction.

One of the characteristics of a good physicist is that the directions taken in future actions are seldom the same as those that lead to previous mistakes. The folk expression for this is: "we learn from our mistakes". My view from the ivory tower at Guilford College indicates that the system normal is now straightening out. It appears that the SPS is once again acting as an organization that is to support and encourage the physics students in the USA.

The Society has two important programs that help the members of the various chapters either publicize physics or actually take part in a chapter research program. The former are the Marsh A. White awards. These awards were established in honor of an early president of the Society who currently acts as historian for the Society.

The latter are a set of competitive awards for the various chapters to assist in group research projects. Through this program, the Society is trying to get the undergraduate students to try to be physicists, instead of just studying about physics. To me, this is one of the most significant things the SPS can do. These awards are sponsored by the Allied-Signal Corporation. The support given by this program has resulted in a number of papers that have been published in the Journal of Undergraduate Research in Physics.

It is clear to me that this program is working. The students manage to carry projects out, from the initial idea, to creating a detailed proposal, to doing the experiment, to publishing their results so that the rest of the physics community can learn from their experience. I doubt that any textbook centered course can teach this!

This year's Allied-Signal Award committee recently met and funded 4 of the 12 proposals submitted by the various chapters. So that the readers of the
Journal can learn about the successful proposals and perhaps be encouraged to submit proposals of their own in future years, I am publishing the abstracts of the successful proposals.

San Jose State University - INSTABILITIES OF WATER COLUMNS - A water column, flowing down a tube, is stopped by a flat horizontal barrier. The water-air interface is smooth for large separation (h) between the tube and the barrier. For h less than a threshold value, h_c, the interface is observed to be unstable and bifurcates into a standing wave. This phenomenon is closely related to the surface tension of the water-air interface. Measurements will be made on the wavelength of the standing wave as a function of h, the flow velocity, and the radius of the tube. The bifurcation is supercritical and is analogous to a second order phase transition. Theoretical analysis will also be done.

University of Missouri-Rolla - THE SUPERCONDUCTOR SHADED-POLE INDUCTION MOTOR - We will build a shaded-pole induction motor using a high T_c superconducting rotor to eliminate current power loss in the rotor. For comparison, we will build a normal conducting rotor of the same design for use with the same motor. We will analyze the power efficiencies of the motor using each rotor.

Wesleyan University - RADIATION DOSIMETRY USING EXOELECTRON EMISSION - When exposed to ionizing radiation, energetic defects are created within many inorganic materials. Thermal annealing heals the defects and energy is released partly as exoelectronic emission (EE). We propose to study the thermally stimulated EE from thick oxides on silicon as a means of measuring radiation doses.

The University of Wisconsin - Platteville - LASER DESORPTION OF ISOTOPIC 13CO FROM MOLYBDENUM - We propose to expose a clean molybdenum foil to isotopic carbon monoxide has (13CO) in a vacuum chamber which has been evacuated to 10^-10 torr to produce both physically adsorbed and chemically adsorbed 13CO. With the 13CO bonded to the surface, the surface will be irradiated with a laser having a sufficiently energetic photons to desorb the physically adsorbed 13CO, but not the chemically adsorbed 13CO. This will be detected by a rise in the chamber pressure. The chemisorbed 13CO, having a bond energy greater than that of the irradiating photons, will then be removed thermally. If the thermal desorption peak of chemisorbed 13CO is unchanged by the laser irradiation, we can conclude that the photons have selectively removed the physically adsorbed 13CO. Because a typical clean ultrahigh vacuum system contains a large fraction of mass 28 gases such as N_2 and CO, we believe that using isotopic 13CO will improve the signal to noise ratio for our data.

Northern Arizona University - SYNTHESIS OF HIGHLY OXIDIZED NICKELATE COMPOUNDS - A POSSIBLE NEW BREED OF HIGH TEMPERATURE SUPERCONDUCTORS - We plan to develop a new solid state method of synthesizing highly oxidized inorganic compounds. We shall apply this method to the synthesis of Ba-Bi-Ni oxides and Ba-Pb-Ni oxides so that we can study their electrical properties.

Southwestern Oklahoma State University - PHOTOMETRIC MEASUREMENTS OF TRACE GASES IN THE ATMOSPHERE - It is proposed to make quantitative measurements of concentrations of ozone and possibly other gases in the stratosphere. This will be accomplished by photometric measurements using a modified Newtonian telescope with controlled intensities of sunlight and spectral filters. Calibration will be provided using gas cells with known gas concentrations.

I guess that the Allied-Signal Awards are a sign that despite the administrative problems, the SPS is alive and functioning. It is still real.
A NUMERICAL SOLUTION TO THE SPRING PENDULUM PROBLEM

B. Benedict and G. Bruner
Department of Physics
The University of Wisconsin-Platteville
Platteville, WI 53818

ABSTRACT

A pendulum consisting of a bob suspended from a spring executes a motion which is a combination of spring-like oscillations and pendulum-like swings. Since the differential equations of this motion are non-linear, the spring pendulum provides an interesting example of a system that must be treated with numerical methods. Olsson\(^1\) has pointed out that under certain conditions the pendulum will exhibit autoparametric resonance. The differential equations of motion for such a system have been solved numerically and the results compared to that of an actual pendulum in the laboratory. The k/m ratio of the spring pendulum was selected to approximate the value required to observe autoparametric resonance. The results of the numerical solution appear to be in qualitative agreement with the motion observed in the laboratory.


INTRODUCTION

There is a good deal of interest in the autoparametric resonant motion of the spring pendulum system such as shown in Figure 1.\(^1\)\(^,2\)\(^,3\) The spring pendulum is a good example of a simple system that exhibits a very complex motion. A typical textbook question asks for the equations of motion for this two-dimensional system\(^4\).

Ignoring frictional losses in the system and the rotation of the bob, one can obtain the differential equations of motion from the "approximate" Lagrangian. The equations obtained, however, are non-linear and cannot be solved exactly.

Parametric resonance occurs when there is a transfer of energy between the spring-like motion and the pendulum-like motion of the system. To easily observe parametric resonance, the natural frequencies of the spring \((\omega_s)\) and the pendulum \((\omega_p)\) should be chosen such that \(\omega_s = 2\omega_p\). Falk has done a thoughtful theoretical analysis of the spring pendulum in which he describes recurrent effects in the parametric spring pendulum. He suggests to start the motion with spring-like oscillations and then observe its evolution to pendulum-like motion. We have chosen, however, to start the pendulum with a finite initial angular displacement.

THE NUMERICAL SOLUTION\(^5\)

Choosing the gravitational potential energy "zero" at the pivot height, the approximate Lagrangian for this system becomes:

\[
L = T - V = \left\{ \frac{1}{2} \left( \frac{M_p}{3} + M_b \right) \left( r^2 + \frac{r^2}{2} \dot{\theta}^2 \right) \right\} - \left\{ \frac{1}{2} M_p + M_b \right\} g r \cos \theta + \frac{1}{2} k \left( r - r_o \right)^2
\]

Both authors graduated from UW-Platteville. Brian Benedict minored in physics and went to UW-Madison to study Chemistry. Gray Bruner left to study optometry at the University of Indiana.
where $M_b$ is the mass of the bob, $M_{sp}$ is the mass of the spring, $r$ is the distance from the pivot point to the center of the bob and $r_0$ the rest length of the hanging spring and bob.

We have assumed the "bob" to be a point mass and that the spring extended from the pivot point to the center of the bob. The center of mass of the spring, assumed to be at its midpoint, accounts for the $1/2M_{sp}g\cos\theta$ term in the gravitational energy.

The differential equations of motion obtained from this Lagrangian are:

$$\ddot{\theta} = -\frac{2r\dot{\theta}}{r} - \frac{1}{2}\frac{M_{sp} + M_b}{\frac{1}{3}M_{sp} + M_b}g\sin\theta \quad (2)$$

$$\ddot{r} = r\dot{\theta}^2 + \frac{1}{2}\frac{M_{sp} + M_b}{\frac{1}{3}M_{sp} + M_b}g\cos\theta - k\frac{r - r_0}{\frac{1}{3}M_{sp} + M_b} \quad (3)$$

Due to the $r\dot{\theta}$ term in Equation 2, the equations of motion cannot be solved by any simple analytical method. They can, however, be solved numerically. The Galillean equations of motion (Equations 4-7) were used in conjunction with Equations 2 and 3 to obtain approximate values for $r$, $\theta$ and $\dot{\theta}$.

$$r = r_0 + \dot{r} \Delta t + \frac{1}{2} \ddot{r} (\Delta t)^2 \quad (4)$$

$$\dot{r} = r_0 + \dot{r} \Delta t \quad (5)$$

$$\theta = \theta_0 + \dot{\theta} \Delta t + \frac{1}{2} \ddot{\theta} (\Delta t)^2 \quad (6)$$

$$\dot{\theta} = \dot{\theta}_0 + \ddot{\theta} \Delta t \quad (7)$$

Values of $\ddot{\theta}$ and $\ddot{r}$ are obtained from Equations 2 and 3. The initial conditions determined the first pair of values for $\dot{r}$ and $\dot{\theta}$. These accelerations and the initial conditions were then used to determine $r$, $\theta$ and $\dot{\theta}$ at $t = \Delta t$. It is crucial that the time interval $\Delta t$ be sufficiently small (.0001 sec) so that $\dot{r}$ and $\dot{\theta}$ could be assumed to be constant over the interval.

New values of $\dot{r}$ and $\dot{\theta}$ were then calculated using the $r$, $\dot{r}$, $\dot{\theta}$, $\theta$ values just obtained. Equations 4-7 were then reevaluated to obtain new values of $r$, $\dot{r}$, $\theta$, $\dot{\theta}$ at $t = 2\Delta t$. This process was coded into a computer and the results fed into a plotter to record the position of the bob through a complete swing.

To closely follow the evolution of the motion, a separate plot was made for each one-way swing. This was done by testing the sign of each value of $\dot{\theta}$. If the sign was opposite to that of the preceding one, the pendulum had begun a return trip and a new graph started. The predicted motion was then compared to that of a real spring pendulum system.

**EXPERIMENTAL**

A schematic drawing of the spring pendulum arrangement is shown in Figure 1. The spring used

![Figure 1](image-url)
in this experiment had a spring constant (k) of 14.59 N/m, a horizontal rest length of 0.402 m and a mass of 0.186 kg. To observe autoparametric resonance, the mass of the bob was adjusted to 0.219 kg so that the spring of the horizontal rest length l_0 was stretched to 4.3 l_0. This special m/k ratio was calculated by Olsson¹ to be one that would result in the autoparametric resonance condition where \( \omega_{\text{spring}} = 2 \omega_{\text{pendulum}} \).

The path of the bob was recorded with stroboscopic photography. The two synchronized strobe lights (for adequate light) were set at 1250 flashes/minute. The pendulum bob was held in its initial rest position with a thread. Typical initial values for r and θ were 0.88 m and 0.1 radians respectively.

After the system appeared stable, the thread was burned. The camera shutter was opened and closed at the appropriate times to record only the one-way swing desired. Since the initial position of the pendulum was critical, a mark on the bob was viewed through two apertures placed about 2 meters apart to optically align the system. As a check on the reliability of the release, photographs were taken of a given swing several times. These photographs appear to be identical.

RESULTS AND DISCUSSION

Figure 2 shows the photographs of the first sixteen swings of the pendulum. Figure 3 shows the results of the numerical solutions for the same swings. The agreement is quite good, particularly in the first few frames.

The periodic nature of the predicted motion is evident by looking at Figures 3-1 and 3-11. The actual pendulum also exhibited this recurring motions as shown in Figures 2-1 and 2-11.

The energy transfer between the spring-like and the pendulum-like motion is not complete, but clearly evident in Figures 2-11 and 2-16.

The appropriate frequency for the two modes of oscillation is also visible. For each swing of the pendulum (one-half period), the spring oscillation goes through one complete cycle.

The agreement between Figures 2 and 3 is qualita-

tively very good despite the simple model of Equation 1. The real spring did not extend from the pivot point to the center of the bob. The straightened portions of the spring on either end amounted to a total of about 6 cm. When these corrections were inserted into Equation 1, no appreciable difference was found in the numerical solution.

The model also ignored the kinetic energy of rotation about the center of mass of the bob. This energy was small compared to that of either mode of oscillation.

A noticeable quantitative difference between the numerical solution and the actual motion appears in the amplitudes of the motion. The most spring-like oscillations appear in Figures 3-1 and 3-11 with equal amplitude, while the corresponding real motion (Figures 2-1 and 2-11) show the amplitude decreasing by 4%. An even greater discrepancy appears in the pendulum like motion. The theoretical model (Figures 3-6 and 3-16) show equal amplitudes which the real motion (Figures 2-6 and 2-16) show a decrease of 14%. This loss in amplitude was traced to the pendulum support which was more susceptible to horizontal motion than vertical motion.

CONCLUSION

The numerical method used was shown to be adequate for solving Equations 2 and 3 provided a sufficiently small time interval was used. The agreement between Figures 2 and 3 demonstrate this.

While this project was pedagogically motivated, the results are of interest in the study of other physical systems. A molecule which is chemically bound to a surface can be thought of as a spring pendulum, executing a motions which is a combination of swinging and stretching modes of vibration. As Falk³ points outs, this models "was suggested by Fermi to explain the equipartition of energy in a system of almost linear oscillators" such as a solid crystal.
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Figure 2
Stroboscopic photographs of the first sixteen complete swings of the pendulum. Each frame shows a one-way swing of the pendulum and can be compared to the corresponding swing drawn by the computer in Figure 3.
Figure 3

Computer drawings of the first sixteen swings as found from Equations 2-7. The numbers in the lower corners of each frame are the times at which the bob was at that particular position (in seconds)
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RESTRICTED VALENCE PERCOLATION AS A MODEL FOR FRACTALLY ROUGH SILICATE PARTICLES

Lawrence Gates
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ABSTRACT

In this computer simulation, restricted valence percolation is used to construct fractally rough structures. We compare this simulation with a poisoned Eden growth model, which in a recent letter by Keefer and Schaefer\(^1\), has been proposed to describe the process by which fractally rough silica colloids may form.


BACKGROUND

Surface fractals are particles whose surface area grows as a function of the cluster's radius, raised to some some power \(d_s\).

\[ S \propto R^{d_s} \quad (1) \]

where \(S\) is the surface area and \(R\) the cluster radius. Using small angle X-ray scattering, Keefer and Schaefer\(^1\) were able to find the surface fractals of silica particles in solution. These silicate particles, grown in partially hydrolyzed silicon tetraethoxide [Si(OC\(_2\)H\(_5\))\(_4\), TEOS], may form fractal structures in which restricted valence percolation\(^2\) can be sufficient to describe the physical system. A paper by De'Bell and Jan\(^3\) indicates that although both restricted valence and poisoned Eden growth models may produce the same structures, the fractal dimension of restricted valence percolation clusters, very close to the percolation threshold\(^4\), will describe the growth of rough silica colloids without requiring a new theoretical model.

In ordinary percolation modeling, the lattice sites are filled with either a 0 or a 4 valence. The computer assigns the 4 valence with probability \(p\). The mean cluster size is defined as:

\[ M(p) = \frac{\sum_i S_i^2}{\text{system size}} \quad (2) \]

where \(S_i\) is the number of sites in cluster \(i\) and \(p\) is the probability of a valence 4 being assigned to a site.

The percolation threshold, \(p_c\), is the probability at which one finds a cluster which spans the lattice. Close to the percolation threshold, the mean cluster size is expected to diverge according to:

\[ M(p) \propto |p_c - p|^{-\gamma} \quad (3) \]

Lawrence is a fourth year honours physics student at Dalhousie University and worked there on an NSERC grant during the summer of 1987. He is interested in studying nuclear physics in graduate school.
where \( p \) is the probability of 4-valence sites, \( p_c \) the percolation threshold and \( \gamma \) is the critical exponent.

The fractal dimension\(^4\) \( d_f \) is defined for a cluster grown at threshold by:

\[
S(l) \propto l^{d_f}
\]

where \( S(l) \) is the number of sites in the cluster and \( l \) is the lattice size. Taking the natural log of equation 4 yields:

\[
\ln S(l) = d_f \ln l + C
\]

where \( C \) is a constant. The fractal dimension can be found by measuring the slope of a plot of the natural log of \( S(l) \) vs the natural log of \( l \).

The Simulation

In the simulations reported here, an \( n \times n \) square lattice was constructed where each lattice site had a valence associated with it ranging from 0 to 4. The computer assigned a value to each site. If a specific site has a valence of 4, it can connect with each of its 4 neighboring sites provided the neighboring site has a valence greater than 0. When 2 sites become connected in this way, their respective valences are decreased by one. Each site is analyzed in this way by the computer until no more connections are possible.

RESULTS

Figure 1 shows the mean cluster size of an ordinary percolation model as a function of the probability \( p \) of a site having a valence of 4. Examination of Figure 1 shows the threshold probability, \( p_c \), for percolation.

As \( X \), the probability of a site having valence 2, increases, \( p_c \) decreases until there are no sites with 0 valence. Figure 2, our simulation for an \( N = 100 \) lattice size, shows this effect.

Figure 3 is plot of \( \ln[S(l)] \) vs. \( \ln[l] \) for a cluster grown at \( p_c = 0.59275 \) and \( X = 0 \) for an \( N = 200 \) size lattice. The slope of this line is the fractal dimension for these particular circumstances. We ran simulations for \( X = 0 \), \( X = 0.3 \) and \( X = 0.83587 \). \( X = 0.83587 \) is the maximum 2-valence probability that gives a percolation cluster. We found that \( d_f \) was consistent with the result:
Figure 3

$\ln[S(t)]$ vs. $\ln[I]$ for a cluster grown at $P_c = 0.59275$ and $X = 0$ for an $N=200$ size lattice.

$$d_f = 1.92 \pm 0.03$$

in each case. This indicates that the fractal dimension does not change as $X$ increases. The fractal dimension for ordinary percolation is widely believed to be exactly $91/48^4$. It appears that the fractal dimension does not change for different values of $X$ if the cluster is grown at the percolation threshold.

CONCLUSIONS

It is suggested that restricted valence percolation can describe the formation of fractally rough colloids such as those grown by Keefer and Schaefer. In particular, if the solution provided threshold conditions in which silicate species could form, the fractal dimension, $d_f$, would be observed.
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A COMPUTER SIMULATION OF THE GEOMETRICAL APPEARANCE OF LARGE OBJECTS AT RELATIVISTIC SPEEDS IN THREE DIMENSIONS

Anthony P. Lyons
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ABSTRACT

For almost sixty years after the statement of Einstein’s famous theory of special relativity, physicists still assumed that the predicted Lorentz contraction could be photographed by a single observer. This paper deals with a computer simulation of the appearance of geometrical objects moving at relativistic speeds with respect to a single observer. The objects are two-dimensional projections of three-dimensional functions drawn after the transformation equations are used to determine their appearance. To verify the apparent distortion, the mathematical transformations were used to provide a point of view unattainable by an actual observer.

COMPARISON OF LORENTZ CONTRACTION AND GEOMETRICAL APPEARANCE

The Lorentz transformation equations:

\[ x' = \gamma (x - vt) \]
\[ y' = y \]
\[ z' = z \]
\[ t' = \gamma (t - vx/c^2), \]

where \( \gamma = \frac{1}{\sqrt{1 - \frac{v^2}{c^2}}} \), can be found in almost any textbook dealing with special relativity. The corresponding axes of the reference frames are parallel. The times \( t \) and \( t' \) are chosen such that both are zero when the origins of the two coordinate systems coincide.

The transformation equations shown in Equation (1) assume that the object is viewed by a ‘Lorentz observer’, a whole set of observers, spread throughout the reference frame with synchronized clocks. The observers all simultaneously observe the point \((x', y', z')\) moving in the \(+x\) directions at the point \((x, y, z)\) in their reference frame. Since the distances perpendicular to the motion are unchanged, the length \(L\) along the \(x\) axis in the observers reference frame is given by:

\[ L = (x_2 - x_1) = \frac{(x_2' - x_1')}{\gamma} = L_0(1 - \frac{v^2}{c^2})^{-\frac{1}{2}} \]

This is the equation of the well known Lorentz contraction.

A real observer, however, is not a Lorentz observer. A real observer is at one point in the rest frame. The observer can be thought of as a camera in the rest frame. To the camera, the alteration of appearance will be more than a simple Lorentz contraction. The light from the extended object reaching the camera at a particular instant comes from different points on the object at different times. There are two reasons for this effect: the Lorentz transformations of Equations (1) and that it takes different amounts of time for the light from different points on the object to reach the camera. Since the object is moving, the camera sees the location of different parts of the object at different times in the camera's frame. This effect is caused by the finite speed of light and is apparent only at relativistic speeds.

Tony is a senior physics major from Nashville, Arkansas. He plans to enter the graduate program in physical oceanography at Texas A&M University.
TRANSFORMATION EQUATIONS FOR A REAL OBSERVER

Transformation equations, consistent with the Lorentz transformation, which account for this effect can be derived as follows. The camera is at rest in its coordinate system on the z axis a distance d from the origin. The extended object's coordinate system is moving perpendicular to the z axis in the +x direction. When \( t = t' = 0 \), the two origins, 0 and 0', are coincident. For 0' to appear at 0, the instant of observation is \( t = d/c \). The light from 0' is emitted at \( t = 0 \). The light from any other point (x',y',z') in the object's reference frame which appears at the point of the camera must have been emitted at time:

\[
t = -(x^2 + y^2 + (z-d)^2)^{0.5} - d/c \quad (3)
\]

The transformation equations which take into account this time lag are:

\[
x = (x' + \gamma\beta d) - \beta [(x' + \beta y d)^2 + y^2 + (z' - d)^2]^{0.5}
\]

\[
y = y'
\]

\[
z = z'
\]

where \( \beta = v/c \). Using these equations, we can calculate the apparent location of each point on a moving object and create a perspective drawing representing the geometrical appearance of objects moving at relativistic speeds from any desired point of view.

RESULTS

The appearance of several three-dimensional functions (objects) was calculated using the transformations given in Equations (4). The calculations were done in BASIC on a computer equipped with DECregis graphics. To add realism to the display, perspective drawings were created.

Figures 1 - 3 depict an empty co-ordinate system in two dimensions, view by an observer who is two units from the system. Figure 1 shows the appearance of the coordinate system to an observer at rest. Figure 2 shows the appearance of the same coordinate system moving in the -x direction at \( \beta = .6 \) and Figure 3 shows the appearance of the same coordinate system moving in the -x direction at \( \beta = .95 \).

The next three figures depict the function:

\[
Z = 2\cos(\pi x/L)^5 \sin(2\pi y/L)
\]

at several different velocities. The observer is positioned 10 units above the plane of the page. In Figure 4, the function is at rest with respect to the observer. Figure 5 shows the same function, moving in the -x direction at \( \beta = .6 \). Notice the appar-

---

Figure 1
An empty coordinate system at rest with respect to an observer who is two units from the system

Figure 2
The same coordinate system as in Figure 1, moving in the -x direction at \( \beta = .6 \)

Figure 3
The same coordinate system as in Figure 1, moving in the -x direction at \( \beta = .95 \).
ent rotation of the function. Figure 6 is the same function, now moving in the -x direction with $\beta = .95$.

The last three figures are drawn to represent a viewpoint that cannot be attained by an actual observer, but that help to verify the apparent distortion seen by an observer. The observer is positioned at the top of the page. Figures 7 - 9 show that for an observer who is at one point in the rest frame, in contrast to a 'Lorentz observer' who is spread throughout the rest frame, the apparent distortion is noticeably different from the simple rotation described by Marion. 5
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ABSTRACT

The use of a charcoal canister is a convenient means of sampling radon concentration in an indoor environment. The canister is calibrated by exposing it to a known concentration of radon gas. The concentration of radon gas was determined by a calibrated Lucas cell. The gamma count rate of the exposed canister is determined by appropriate counting techniques. The calibration curve for the charcoal canister is obtained from the ratio of the gamma count rate and the concentration determined by the Lucas cell.

INTRODUCTION

Measuring radon (Rn$^{222}$) concentration in an indoor environment has become increasingly important in light of recent links between radon levels and lung cancer$^1$. One cost-effective way of making this measurement is with a diffusion barrier charcoal adsorption (DBCA) canister.$^2$ To make radon concentration measurements with a DBCA canister, it must be calibrated. The calibration relationship is a plot of the radon exposure of the canister to the net gamma counts produced by the exposed canister. The radon exposure is the product of the radon concentration and the canister exposure time.

THE EQUIPMENT

The DBCA is a metal can about 2.5 cm high and 7.0 cm in diameter that contains about 25 gm of activated charcoal which is held in place by a screen of fine wire mesh. This charcoal has a high affinity for gas and will adsorb radon readily. The canister has a snug fitting lid with a 2.0 cm hole in the center which is covered by a bag of desiccant.

The radon concentration was measured with a Lucas cell. A Lucas cell is a metal hemisphere used to take air samples. Samples are taken by first evacuating the cell and then admitting some air of the environment to be tested. The cell is lined with a scintillating material and has a quartz window. Once an air sample has been taken, the Lucas cell is analyzed in a light tight cylinder which contains a photomultiplier tube. This photomultiplier tube is connected through an amplifier to a scaler which counts the light flashes over a set time interval. This Lucas cell was previously calibrated for radon concentration measurements.$^3$

The gamma spectroscopy system consists of a 2 in x 2 in sodium-iodide crystal attached to a photomultiplier tube with a built-in preamplifier. The photomultiplier tube is connected to a microcomputer with a multichannel analyzer card.

The radon exposure chamber was a 2.4 l glass desiccant type jar. Radon is a decay product of the uranium series, so uranium ore was used as the radon source in the chamber. The Lucas cell was
connected to the chamber via a glass tube. The difficulty with this type of chamber is that there is a continuous build-up of radon instead of a constant concentration of radon.

One way to compensate for this difficulty is to model the radon build-up with a mathematical expression which takes into account the radon build-up in the chamber as well as the radon lost to the charcoal and to nuclear decay. The rate of change of the number of radon atoms, N(t), is:

$$ \frac{dN(t)}{dt} = E_{Ra} + \lambda_{Rn} N(t) - \frac{V}{t_c} N(t) e^{-\frac{t}{t_c}} $$

(1)

where \( E_{Ra} \) is the activity of the radium which decays into radon, \( E \) is the emanation coefficient which gives the fraction of the radon that escapes the ore sample, \( \lambda_{Rn} \) is the decay constant of the radon, \( V \) is the effective adsorption volume of the canister, \( V \) is the volume of the radon chamber and \( t_c \) is the time constant of the canister. The first term represents the source of the radon. The second term represents the decay of the radon. The third term describes the effect of the canister on the chamber.\(^4\)

Before Equation 1 can be solved, a value for \( E_{Ra} \) has to be determined. This is done experimentally by measuring the radon concentration in the chamber after 72 hours of radon build-up without the canister. Without the canister in the chamber, the value of the third term is 0 and the value of the second term is known.

Equation 1 was solved by iterating successive values of time using the relationship:

$$ \Delta N = \left( E_{Ra} + \lambda_{Rn} N(t) - \frac{V}{t_c} N(t) e^{-\frac{t}{t_c}} \right) \Delta t $$

(2)

A computer program was used to do this iteration and produced values of average and instantaneous radon concentrations. The ratio of the average to instantaneous radon concentrations is used as a correction factor in calculating the values of radon exposure.

Correction factor = \( \frac{\text{Average Rn concentration}}{\text{Instantaneous Rn Concentration}} \)  

(3)

### CALIBRATION METHOD

A standard method for calibrating a DBCA canister is to place a known activity of radium in the canister, seal it, and wait thirty days for secular equilibrium between the radium, radon, and their decay products.\(^5\) The calibration factor of the detectors is derived by integrating the gammas between 270 and 720 keV. With this calibration factor, one can determine the unknown radon concentration from an exposed canister by comparison of gamma counts of the known canister.

The method of calibration of this project is somewhat different. The range of the gamma spectrum used is 0 - 790 keV. The background gamma spectrum is subtracted to produce a net gamma spectrum. The net gamma spectrum is integrated to give the net gamma counts. The net gamma count is then compared to the value of the radon concentration from the Lucas cell. Because there is a continuous build-up of radon in the test chamber, simulations of different radon exposures can be done by varying the time of canister exposure.

### THE PROCEDURE

The canister is baked overnight in an oven at approximately 100°C to drive off any radon or water in the charcoal. After the canister is removed from the oven, the hole in the top of the canister is sealed with aluminum tape. The background gamma spectrum is then counted. The hole in the top of the canister is uncovered and the canister placed in the test chamber with the Lucas cell. This time is denoted as \( t_1 \). After a specified time, \( t_2 \), an air sample is taken and the canister is removed from the test chamber and the hole resealed.

Both the Lucas cell and the canister are allowed to sit for 4 hours so that the radon daughters will be in equilibrium with the radon. This step is useful because it simplifies the calculations of the activities of the daughters in the decay scheme of the radon series. Four hours after \( t_2 \), the rate of change of the number of radon atoms, or radon daughters, can be found by the nuclear decay equation for radon.

At time \( t_3 \), at least four hours after \( t_2 \), the canister and the Lucas cell are analyzed. The time of analysis for the canister and the Lucas cell are 30 minutes and 10 hours respectively. Analysis ending
time is denoted by t4.

The number of alpha particles detected is divided by the counting interval to give the count rate R(t). The count rates are averaged over the 10 hour interval. This average is corrected back to the rate at time t3 by:

$$R(t_3) = \bar{R}(t) \frac{\lambda_{Ra}(t_4-t_3)}{1 - e^{-\lambda_{Ra}(t_4-t_3)}}$$  \hspace{1cm} (4)

This correction is necessary because some decay takes place during the counting interval. The count rate is then multiplied by the efficiency factor for the Lucas cell to give the radon concentration C(t3).

The radon concentration at time t3 is then corrected to the value at time t2:

$$C(t_2) = \frac{C(t_3)}{e^{-\lambda_{Ra}(t_3-t_2)}}$$  \hspace{1cm} (5)

This value is converted to the average radon concentration for the time interval t2 - t1 by multiplication of the correction factor given by Equation 3. Finally, the average radon concentration is multiplied by the time interval to give the value of the radon exposure.

The data from the exposed canister are corrected in the following manner. The net counts are obtained for the particular canister exposure time. This value is divided by the analysis time to give a count rate. Averaging over the analysis time only changes the value by 0.2%, so this step is ignored. The canister count rate is corrected back to time t2 in the same manner as seen in Equation 5. This is the value of the corrected net canister count rate.

**RESULTS**

Canister exposure tests were made for the time periods shown in Table 1. These time periods represent a geometric progression. Normally a DBCA canister would be tested for periods between 4 and 7 days, but because of the build-up of radon concentration in the exposure chamber, shorter time periods could be used.

The calibration curve (Figure 1) is a plot of canister counts versus radon exposure. The error bars for the radon exposure correspond to a 9% uncertainty in the calibration factor of the Lucas cell. The error bars for the count rate of the canister are too small to plot. The line shown:

$$\text{Radon Exposure} = \frac{\text{Canister Count Rate} - 1.05}{5.25 \times 10^{-5}}$$  \hspace{1cm} (6)

is the regression line determined by a least squares fit. The correlation coefficient of 0.971 suggests that the linear model is appropriate for this data.

**DISCUSSION OF INTEGRATION TECHNIQUES**

The calibration curve is based on the integration of the corrected gamma spectrum from 0 - 790 keV. There is some question of the appropriateness of

<table>
<thead>
<tr>
<th>Canister exposure</th>
<th>Exposure (Bq/m³)h</th>
<th>Count Rate sec⁻¹</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>15200</td>
<td>1.43</td>
</tr>
<tr>
<td>10</td>
<td>31300</td>
<td>2.81</td>
</tr>
<tr>
<td>30</td>
<td>93700</td>
<td>6.10</td>
</tr>
<tr>
<td>45</td>
<td>157000</td>
<td>8.98</td>
</tr>
<tr>
<td>54</td>
<td>162000</td>
<td>10.1</td>
</tr>
<tr>
<td>72</td>
<td>191000</td>
<td>12.1</td>
</tr>
<tr>
<td>72</td>
<td>214000</td>
<td>10.6</td>
</tr>
</tbody>
</table>

Table 1
Data for the calibration curve.
This integration range for the calibration curve. The alternative to summing up the entire range is to integrate the counts under a peak. There are three peaks that are suitable for integration, those for Pb$^{214}$ at 295 keV, Pb$^{214}$ at 352 keV and Bi$^{214}$ at 609 keV. To determine the best calibration curve, one based on the integration of a single peak or one based on summing the entire spectrum, one plots counts under the peak versus canister exposure time and looks for the graph with the 'smoohest' features.

Tests were run to determine the integrated counts for exposure times of 10, 22, 36 and 72 hours. The counts in a peak were determined by a software package that fitted each peak to a Gaussian curve. Figure 2 shows a very smooth relationship between counts and time for all three peaks. Figure 3 indicates that the sum of the entire spectrum also produces a very smooth curve. This suggests that there is no significant difference between the use of integrated peaks and the sum of the spectrum in the calibration curve.

CONCLUSIONS

This project developed and tested a method for calibration of a charcoal canister for measurement of radon concentrations. The method of calibration uses a convenient sum of counts from the spectrum, does not require a constant radon concentration or an expensive radon exposure chamber, and can be done with counting equipment commonly found in radioisotope labs.
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ABSTRACT

We used a video camera to record the motion of bubbles rising in a glass of beer. A video recorder, with freeze frame and single frame advance features, was used to collect the distance-time information on the motion of a single bubble. The experimental data showed the bubbles rising through the beer at a constant speed of \((1.5 \pm 0.1) \times 10^{-1}\) m/sec. A computational analysis of the motion was done. From this analysis, we deduced that the radius of the bubbles had a constant value of \(3.3 \times 10^{-5}\) m. Our data showed that a bubble rising through beer is not a simple thermodynamic process.

INTRODUCTION

In beer, as in all carbonated drinks, carbonic acid is dissolved in the liquid. The carbonic acid contains carbon dioxide that is held in equilibrium by the pressure of the surroundings. When the pressure of the surroundings is decreased below the vapor pressure of the carbon dioxide, the gas is released out of the liquid and bubbles are formed. The bubbles form at nucleation sites in the liquid and on the surface of the container. After their formation, the buoyant force causes them to float upward through the liquid.

As the bubbles float upward through the liquid, the pressure exerted on them by the fluid decreases. If the gas in the bubble obeys some simple thermodynamic rule, such as isothermal or adiabatic behavior, the volume of the bubble should increase as it rises through the beer. Larger bubbles should rise faster than small ones, so the bubbles should accelerate upwards.¹

EXPERIMENTAL DESIGN

A video camera, a video cassette recorder, a slide projector, a meter stick and a clear plastic container of a carbonated liquid were used to obtain our experimental data. Figure 1 is a schematic representation of our experimental apparatus. We decided to use Stroh's beer as the carbonated liquid because of the availability of physical constants that were needed in some of our computations about the motion of the bubbles.

The side projector was used as a light source to record the motion of the bubbles with the video camera. The video tape was replayed on a VCR with freeze frame and single frame advance features. Our camera recorded 30 frames per second, so the elapsed time for each frame was 1/30 sec. The meter stick was visible in our recorded frames,

William, who is known in the physics department as Andy, and Mark did this work as freshmen. Andy comes from Siloam, NC and intends to major in both Mathematics and Physics. Mark is a physics major from Greensboro, NC who is confined to a wheel chair.
so we could obtain position measurements as a function of time. The speed of the bubbles was found using a least squares fit to the distance-time data.

EXPERIMENTAL RESULTS

We observed two different types of bubbles. A stream of tiny bubbles was present in the beer, but they were so small that we could not observe one individual bubble. The bubbles we used were large enough to be observed individually. All of the bubbles we used for data formed on the bottom of the container and floated up through the beer.

Figures 2-4 show plots of position vs time for these bubbles. The straight lines indicate that the bubbles rose with constant velocity. The average speed of the bubbles was \((1.5 \pm 0.1) \times 10^{-1} \text{ m/sec}\).

COMPUTATIONAL ANALYSIS

This was not the kind of motion we expected. To understand what was happening, we decided to make a computational model of the motion. To do this, we created an acceleration function for the system. We then would use a computer simulation to determine position vs time from this acceleration and the initial velocity and position.
The forces acting on the bubble were gravity, buoyancy and friction. The gravitational force is:

\[ F_g = -V \rho_o g \]  

(1)

where \( V \) is the volume of the bubble, \( \rho_o \) the density of the CO\(_2\) gas in the bubble and \( g \) the acceleration due to gravity. The bouyant force is:

\[ F_b = V \rho_f g \]  

(2)

where \( \rho_f \) is the density of the surrounding beer.

To determine which frictional drag law to use, we calculated the Reynold's number \(^2\) for the motion of the bubbles in the beer. The Reynold's number is given by:

\[ R = 2 \rho_f \nu r / \eta \]  

(3)

where \( \nu \) is the average velocity, \( r \) radius of the bubbles and \( \eta \) the viscosity of beer. The numerical values for the viscosity and density of the beer we used in the experiment were obtained from Stroh's Brewery \(^3\).

The Reynold's number for the bubbles we measured was about 600. This means we could use a linear frictional drag law to model the motion:

\[ F_f = -6 \pi r \eta \nu \]  

(4)

where \( \nu \) is the velocity of the bubble.

The net force acting on the bubble is:

\[ ma = -V \rho_o g + V \rho_f g - 6 \pi r \eta \nu \]  

(5)

The mass of the bubble can be written as \( \rho_o V \).

Substituting into Equation 5 and solving for \( a \) gives:

\[ a = g \left( \frac{\rho_f}{\rho_o} - 1 \right) - \frac{9 \eta \nu}{2 r^2 \rho_o} \]  

(6)

Entering the values for the constants (shown in Table 1) into Equation 6 gives:

\[ a = 4.97 \times 10^7 - (3.41 \times 10^{-5}) \nu / r^2 \]  

(7)

where \( a \) comes out in m/sec\(^2\).

Equation 7 was used as the acceleration function for a Newton Half-step integration algorithm for solving second order differential equations. \(^4\)

The only free parameter in this simulation was the radius of the bubble. We made a number of runs of the computer simulation with different values of the radius. The motion of the bubbles was sharply determined by the size of the bubbles. Larger bubbles rose faster (as Aristotle predicted). We found that if we picked a radius of 3.3 \( \times \) 10\(^{-5}\) meters, we got a bubble that rose at a constant speed of 0.15 m/sec. This set of conditions gave a good model for the real motion of the bubbles.

**CONCLUSIONS**

Our results are in conflict with other published works.\(^5\) Our results show the bubbles moving at a constant speed and with constant radius rather than with increasing radius and hence increasing speed. For the bubble to move at constant speed, the radius must stay constant. The motion of the bubbles in the previous work was deduced from a single still photograph, showing bubbles with larger spacings as they rose. This effect is not necessarily in conflict with our results, if the rate at which bubbles are produced at a nucleation site depends upon time.

This, however, does not explain why we see bubbles whose size does not change as they rise up in the beer. As the bubbles rise, the process must not be a simple adiabatic or isothermal process. In both cases, the size of the bubbles would increase as they rose. Apparently there is some more complicated thermodynamic process taking place along
the interface between the bubble and the beer as the bubble rises.
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