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DYNAMICS OF A CHARGED PARTICLE NEAR AN X-TYPE
MAGNETIC NEUTRAL POINT

Karen M. Klamczynski *
Physics Department
Illinois State University
Normal, IL 61761
received March 30, 1992

ABSTRACT
We have investigated chaotic motion in a Hamiltonian dynamical system with no dissipa-
tion: the neutral line Hamiltonian. In general, both regular (periodic, quasi-periodic, and
transient) and chaotic motion are observed in Hamiltonian systems. It had been previous-
ly suggested that the Hamiltonian governed by the x2y2 potential would exhibit globally
chaotic motion (that is, for every set of initial conditions, chaotic motion would result).
Dahlqyvist and Russberg!, however, have shown this conjecture to be false by isolating
regular motion in several regions of phase space. We propose that the neutral line Hamil-
tonian, containing the x2y2 potential as a special case, will have globally chaotic motion

for a wide range of parameter values.

1. P. Dahlqvist and G. Russberg, "Existence of Stable Orbits in the x2y2 Potential”, Phys. Rev. Lett.,

65, 1990, p.2837.

INTRODUCTION
In this investigation of charged particle dynamics near an
X-type magnetic neutral point, we were able to address a
problem in both pure and applied physics. Chaotic be-
havior in Hamiltonian systems has been the subject of
many research projects. There is much theoretical inter-
est in analytic Hamiltonians that are globally chaotic. A
globally chaotic system is a system in which every ini-
tial condition leads to a chaotic orbit. A candidate for
such an analytic Hamiltonian used to be the x2y? poten-
tial. Dahlqvist and Russberg!, however, havegsolawd a
region where regular motion exists in the x2y potential,
thus showing that it is not globally chaotic.

The Hamiltonian for a char dzpanicle in an X-line mag-
netic field is related to the x4y potential. However, as a
result of the research presented here, this X-line system
may be a candidate for a globally chaotic, analytic Hamil-
tonian.

We define regular motion to include periodic, quasi-

periodic and transient behavior. Regular motion has the
property of being integrable; that is, the motion, or "or-
bit," of a particle can be expressed as a known function,

The author participated in this research project while an
undergraduate at Illinois State University. In August,
1992, she graduated cum laude with honors in physics.
She is currently a graduate student in the Space Physics
and Astronomy Department at Rice University in Hous-
ton, Texas

an integral, or an infinite series. Regular motion must
also be stable. Motion is considered stable if orbits start-
ed very close to each other follow similar paths. The
simplest kind of regular motion, periodic, is shown in
Figure 1-a.

Figure 1-b shows an example of chaotic motion. Unlike
regular motion, chaotic motion is neither integrable nor
stable. Chaotic motion is characterized by the exponen-
tial separation of orbits started very close to each other.

Plotting orbits in real space can be cumbersome, as is
evident from Figure 1-b. If the orbit shown were calcu-
lated further, it would become increasingly difficult to de-
termine whether the motion being observed were chaotic,
quasi-periodic, or transient. In order to facilitate the diffe-
rentiation between regular and chaotic motion, the Poin-
caré Surface-of-Section (SOS) technique? was used to
map motion in x-vy phase space.

MODEL
The physical model for this research is an X-type mag-
netic neutral point. An X-type neutral point may be
formed when anti-parallel magnetic field lines are pinched
together at a point. At the point of contact, the superpo-
sition of equal and opposite magnetic fields forms a point
of zero net magnetic field, the neutral point. The region
around such a neutral point consists of hyperbolic mag-
netic field lines, as illustrated in Figure 2. Such magnet-
ic structures are often modeled in space plasmas, e.g. in
the Earth's magnetic tail3. The magnetic field in Figure
2 is given by:
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where By and By, are the components of the magnetic
field at the point y = T and x = T/81/2; T is an arbitrary
length scale, and & and &y are orthogonal unit vectors in
the x-y plane. The parameter J is related to the angle 6
in Figure 2 by the relation 81/2 = tan@.

The equations of motion for a single charged particle in
this system may be easily obtained by using the Lorentz
Force law and Newton's Second Law:

2 Q
d™x xo
— = —— [3xv,] 2a)
s T 2 (
2 Q
d
; = — _Fo [5)’\),‘] (21))
2. Q
dz X0
—_— = — [yv, - dxv ],
aé T Y * 20)
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Figure 1
(a) Example of a regular orbit. Note that this orbit is
periodic.
(b) Example of a chaotic orbit.

is a gyrofrequency: the angular frequency of motion
about a uniform magnetic field of magnitude By,

Of Equations (2), only Equation (2c) can be directly inte-
grated. The result of this integration is:

& o 2 2
—_= - : 3
= =57 [y — 8x“1 +v,, (3)

Using this result in equations (2a) and (2b), we find two
coupled differential equations which can be numerically
solved:

Q.. 0x | Q
%:%[ﬁ(yz-ﬁzxzhvm} (4a)
2 Q Q
dy _ xo ¥ x0 , 2 o 0 )
?— T [_Z'F(y —5)&)] . (4b)

At this point, it was convenient to switch to the rotated
coordinate system of Dahlqvist and Russberg (henceforth
referred to as DR). Here, the x-axis is rotated through the
angle 0 = tan"1(31/2); the result of this rotation is to
align the x-axis along one of the field line asymptotes.
In this coordinate system, the equations of motion are as
follows (when vy 1s taken to be zero):

2
dzx Q‘xo VB 2 3
= [23Bxy*+(1 -8y’ ] .
o P y y (5a)
2
dzy on 2 2
2= 28x“y+2¥3 (1-8)x y
d’ oT®

(Sb)

Figure 2
An "X-type" magnetic neutral point. The field lines
around the neutral point are hyperbolic. The contour
plot of the effective potential function for a charged parii-
cle will have the same shape.
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We can write the Hamiltonian in the rotated coordinate
system as:

H==m (vi + v?) + Vix,y) ,

1
2 ©)
where

2

Q
Vixy)=—22VS xy+(1-8y1* O
8 T

is an effec&jve potential. Note that this potential reduces
to the x2y? potential when & = 1 (i.e. when the asymp-
totes of the magnetic field lines are perpendicular). Equa-
tions (5) were numerically integrated on an IBM RS/
6000 computer, and the resulting particle trajectory data
were analyzed.

RESULTS
A reproduction of the DR periodic orbit is shown in Fig-
ure 3-a. This figure shows the trajectory of a particle in
the x-y plane; the particle exhibits periodic motion.

When the angle 0 is decreased from 45 degrees to 44.9 de-
grees, the motion of a particle started with the same ini-
tial conditions is observed to be chaotic, as shown in
Figure 3-b. This shows that a slight perturbation of the
potential function can result in a transition from a regular
orbit to a chaotic orbit. We examine the effects of de-
creasing the parameter d from & = 1 (High 8), which are
perturbations of the DR system, as well as the case of in-
creasing § from zero (Low §).

HIGH &
Figure 4-a shows a reproduction of the DR region using

LA v pvavrpyrs v L N R N R RN N
1.2

sp g b b Lo lo s e s sa Lnpn g e Lo 1‘1
10 -5 ° 5 Lo L8 20 A5 B0 35
X
Figure 3(a)

A reproduction of a Dahlgvist and Russberg regular orbit
(6 =1), shown in the x-y plane.

the Poincaré Surface-of-Section (SOS) technique. The
rest of the parts of Figure 4 show the results of perturb-
ing this system. As the parameter § is decreased from &
=110 8=.9999 (achange of 8 = .0029 degrees), the
shape of the DR region, shown in Figure 4-b, changes
slightly. In addition, four small regions appear which
were not observed at 8§ = 1 (These can be observed upon
magnification). Further decreasing & to 8 = .99987,
Figure 4-c, reveals that the original DR region shows
signs of an impending bifurcation, while the four small
peripheral regions coalesce into two regions, which are
barely visible in the dark areas near the DR region.

The original DR region bifurcates completely, as seen in
figure 4-d, by & =.99983. No further bifurcations of
this region were observed, and beyond & = .99983, Fig-
ures 4-¢ and 4-f, the region appears to shrink until no
regular motion is observed. The total perturbation re-
quired to destroy the DR region is .0054 degrees; that is,
decreasing 6 from 45 degrees to 44.9946 degrees appar-
ently causes the original DR region to disappear.

On the other hand, we have observed that the peripheral
regions undergo interesting size and shape changes. By
following the series of plots in Figure 4, we can see that
the peripheral regions appear to grow in size until Figure
4-d (d = .9998225). This is partially true, at § =
99986, the regions abrusptly become larger; then they
again shrink in size by & = .99985. (For the sake of
space, this is not shown in Figure 4.) During this period
where the regions alternately grow and shrink in size, the
regular outer orbits also change in shape to a higher or
lower degree of symmetry. In the last three plots shown
in Figure 4, these peripheral regions are shown to de-
crease in size until they are no longer seen in Figure 4-f.
These regions are, in fact, quite complex. Enlargements

L] Ila'uq|t|n|l1|n||lwr'1|lllI||bnr[llvi[!'t|||'1l"|’||l|
Siw
==

st %

= _unl.nnl.h.l.llt.l.uuhu.lln.t.u Levnwloansbonrnbowr s Laans
2.0 -L% -l.0 -8 L] 5 1.0 1.8 20 2.5 8.0 35
X

Figure 3(b)
A reproduction of a Dahlqvist and Russberg orbit, start-
ing with the same initial conditions as Figure 3(a), hav-
ing a value of the parameter 6 = 997. This yields a
chaotic orbit.
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Figure 4
Series of Surface-of-Section (SOS) plots from our High & results. All of the plots are centered around the same region. (a)
& = 1 (reproduction of Dahlqvist and Russberg regular region; (b) 8§ = .9999; (c) 6 = .99987; (d) 6 = .99983; (e) 6 =

.99981; (f) & = .99980.

of these regions confirm that as the regions decrease in
size, the outer quasi-periodic orbits break up into chains
of quasi-periodic orbits, known as islands.

These peripheral regions, which shrink until no regular
motion is observed to the precision of our calculations,
are not observed at & = .99980665; this value of 8 cor-
responds 1o a total potential perturbation of 6 = .0055
degrees. Martin and Matsuoka? have argued that the reg-
ular regions actually disappear (as opposed to continually
shrinking and bifurcating) as a result of their extrapola-
tion of the relation between the size of the region and the
corresponding value of 8.

LOW &

When & = 0, or 6 = 0 degrees, the system is modeled by
anti-parallel magnetic field lines. This system is regu-
lar, that is, cvcrg set of initial conditions results in regu-
lar motion. As 6 is increased, regular motion becomes
restricted to finite regions, with chaotic motign else-
where. This situation is shown in Figure 5.> Similar
to the High & results, we observe in Figure 5 that further
changing & results in the shrinking of regions of regular
motion. By 8 =.2576864 (8 = 14.45 degrees), regular
motion is no longer observed.

In contrast to the High § investigation, increasing &
from & = 0 to § =.2576864 results in numerous, re-
peated bifurcations. Figure 6 shows one particular series
of bifurcations. In Figure 6-a, we see a region of regular
motion with two points of stability. As & is increased,
this region splits into two regions, shown in Figure 6-b.

(d)

i 4 s . a0

[ EE EEE RN N E

(e)

Figure 5
A series of SOS plots for low & results. All the plots are
centered around the same region. (a) 8= .0025; (b) 6=
01;(c)6=.05;(d)6=.1;(e) 6=.2;() 6=3.
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Finally, as we further increase 8, Figure 6-¢ shows that
this region repeatedly splits into progressively smaller
regular regions. Upon magnifying the small regular re-
gions in 7-c, we have observed that the region in this fig-
ure contains very many tiny regular regions.

CONCLUSIONS

Our study has shown that changing the angle between
the asymptotes of the X-type magnetic field, thereby de-
stroying its symmetry, results in the a nt demise of
regular motion.  For the High & case, it appears that va-

ing the potential function from the highly symmetric
:ﬁy causes the regular motion which was observed by
DR to disappear; this was observed after altering the an-
gle O from 45 degrees to 44.9946 degrees. Also, as 6
was decreased further, to 44.9945 degrees, no other regu-
lar motion was observed.

As a result of our investigation at Low &, we observed
restricted areas of regular motion for values of & near
zero. As we increased 8, these regular regions repeatedly
split into smaller regular regions, until no regular mo-
tion is observed at & = .2576864; this value of & corre-
sponds to the angle 6 = 14.45 degrees.

We have observed no regular motion in the interval
2576864 < & < .99980665. Hence, this region may de-
fine a set of systems whose Hamiltonians are globally
chaotic.

Finally, this system is of interest physically to physi-
cists interested in studying the magnetosphere of the
earth, particularly those studying the Magnetic Reconnec-
tion theory and behavior of charged particles in the dis-
tant magnetic tail.
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ABSTRACT
Laser Raman Spectroscopy was used to identify 'in-situ’ the passive films on nickel. We
used surface enhanced Raman Scattering by the electrochemical deposition of silver on
the nickel electrode. The electrolytes studied were solutions of NaCl and NaOH. We
found a correlation between the cyclic voltammogram and the formation of different sur-
face species. We identified both Ni(OH) and NiO films. These films were produced in-
dependently. We also identified absorbed Cl” in the NaCl solutions.

INTRODUCTION
During the oxidation of nickel, various thin surface films
are produced. These films form a passive layer over the
nickel, protecting it from further corrosion or pitting.
There is interest in these films due to the extensive prac-
tical uses of nickel. Although many different techniques
have been used to examine these films, there still is a de-
bate on the composition of the surface films. Some have
proposed that the passive film is Ni(OH)z 1-4 while oth-
ers believe it to be NiO 5-7.

This lack of consensus is partially due to the lack of a
technique sensitive enough to identify surface films a few
atomic layers thick. In this work, Laser Raman Spec-
troscopy (LRS) in combination with cyclic voltammery
was used to study the oxidation of nickel. Laser Raman
Spectroscopy is a technique where light of a known fre-
quency is scattered off a sample. Most of the light which
hits the molecules of the sample is elastically scattered in
all direction. However, a small fraction of the light will
scatter inelastically, changing the molecule's vibrational
or rotational energy state. To make this transition, ener-
gy must be absorbed or given off by the incident photon.
This change in photon energy corresponds to a shift in
the frequency of the light which is known as the Raman
effect. Using a spectrometer, one can generate a plot of
scattered light intensity vs frequency shift (given in wave
numbers). Since every molecule rotates and vibrates dif-
ferently, the spectrum will show unique bands, character-
istic of each substance, and therefore is an excellent ana-
lytical device.

Mark is a senior at lllinois Benedictine College in Lisle,
lllinois. He is majoring in physics with a minor in
mathematics. The present work was done at Argonne Na-
tional Laboratory under the Science and Engineering Re-
search Semester program, sponsored by the Department
of Energy. After graduation, he plans to obtain a Ph.D.
in physics or in a closely related field.

Cyclic voltammery is an electrochemical technique that
measures electrochemical current as a function of an ap-
plied potential. Imagine a pure nickel surface in solu-
tion. As a more and more positive potential is applied to
the metal, (ie. an anodic scan) the metal's electrons be-
come attracted and eventually, at a certain potential, will
be pulled off. A situation such as:

Ni -> Ni2+ +2¢

will occur. This flow of electrons is actually a rise in
the current that shows up as a peak in a cyclic voltam-
mogram. The oxidized metal, in the form of a Ni“* ion,
can now form an oxide or hydroxide complex on the sur-
face. Voltammogram indicate that surface film are
being formed, but tell nothing of their actual makeup. If
the film dies not dissolve in solution, it creates a passive
film that prevents further corrosion. This whole process
can be reversed by sweeping the potential negative (ca-
thodically) to reduce the oxidized film back to pure metal.

These two techniques work very well together. Cyclic
voltammery is used to find at what potential things are

Figure 1
Experimental set-up for laser Raman spectro-electro-
chmistry.
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Figure 2
Scanning Electron Miscroscope photosgraphs of the
nickel electrode surface. A) Clean nickel, no silver de-
posited, x 1000. The other photos are with silver depos-
ited :B) x 1000, C) x 6000, and D) x 54,000

happening. Raman spectroscopy tells us what is actually
present.

LRS had been attempted earlier to identify the composi-
tion8, but the spectrum was too weak. Since then, the
new method of surface enhganﬁed Raman scattering
(SERS) was discovered. ?19 In SERS, metals of gold,
copper or silver are used to greatly enhance the Raman
scattering. Niskcl. deposited onto silver, has been used
in the past 9.10 but in our work, silver was electro-
chemically deposited on to a nickel electrode.

CURRENT (mA)
I
(=]
|

CATHODIC

-1.3 =10 ~0.5 0 0.5
POTENTIAL vs SCE (V)

Figure 3
Cyclic voltammogram of nickel in 0.15M NaCl solution
(pH 8.5). The scan rate was 10 mVisec. The regions in-
dicated by Roman numerals indicate the presence of differ-
ent surface species.

THE EXPERIMENT
The nickel electrodes were made of high purity material
(99.9%), cut into sheets about 3 mm in width. The elec-
trodes were polished with 600 grit emery paper, cleaned
with acetone and then rinsed with distilled water. The
electrodes were cleaned cathodically by a 15 minute pola-
rization at -1.3V. The electrode was then removed from
the cell and silver was deposited in a 1mM AgNO3/ImM
HNO3 solution. A potential of 0.0V with respect to a
saturated calomel reference clc&trode (SCE) was applied to
deposit from 10 to 15 mC/cm# of charge.

After the silver deposition, the nickel electrode was
placed back in the electrolyte solution and again cleaned
at-1.3V for 15 to 30 minutes. This process assured us a
clean nickel surface, free from any surface films formed
by exposure to the air during transfer between cells.

The Raman spectroscopy was done in a three chambered
spectro-electro-chemical cell made of quartz, shown in
Figure 1. The sample chamber had a quartz window, tilt-
ed at 60 degrees from the horizontal for accepting the la-
ser beam. A platinum counter electrode was used along
with a SCE for reference. The nickel electrode was then
linearly raised at 5 mV/sec to more positive values for
Raman spectral measurements.

To be sure that the enhancing electrodeposited silver did
not completely cover the nickel surface, a scanning elec-
tron microscope (SEM) was used to obtain images of the
surface. Figure 2 shows such a picture. The silver
forms various islands, ranging in size from 55 to 350
nm. Surface films of the nickel formed between these is-
lands give much stronger Raman bands which can be eas-
ily detected.

RESULTS
USING A NaCl SOLUTION
A typical cyclic voltammogram of nickel in NaCl solu-
tion (pH 8.5) is shown in Figure 3. Two anodic waves
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Figure4
Surface enhanced Raman spectrum of corrosion film on
nickel in 0.15M NaCl at E = -0.75 V vs. SCE. We
used the 514.5 nm line of a 100 mW Ar+ laser.
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(marked I and II in the Figure 2) are clearly shown.
Since the oxidation of nickel is reversible, we expect an
equal number of cathodic waves. These are also present
and marked in Figure 2 as Il and IV. The combination
of these waves would occasionally differ in their relative
sizes, but were always reproduceable.

Raman signals appear after the first anodic wave of the
cyclic voltammogram around a potential of -0.75V.
Figures 4 and 5 show the Raman spectrum using the
514.4 nm line from a 100 mW Art laser. There is a
sharp band at 450 cm-! seen in Figure 4 and a shoulder
at 3640 cm-1 on the bulk water band at 3500 cm-! seen
in Figure 4. The 450cm-1 band has been identified as
the stretching mode of Ni-OH 910, allowing us to de-
duce the presence of Ni(OH). The 3640 cm-1 band is
assigned to the hydroxide group, giving further evidence
that Ni(OH); is present.

Figure 6 shows the Raman spectrum that is observed
when the electrode potential is taken past the second
peak indicating the presence of another surface species.
A new band at 510 cm-1 is now present which is quite
broad and appears as a distinct shoulder of the 450 cm-1
band. This band has been assigned to NiO. The appear-
ance of another band at 215 cm-1 is the second most no-
ticeable change. The band appears only at more positive
potentials and seems to shift to higher frequencies with
higher potential. For these reasons and comparison with
other works 11,12, the band is attributed to absorbed CI-
ions on the silver surface.

The general features of the spectrum shown in Figure 6
do not change for potentials up to 0.0V. When the volt-
age is taken past this region, the deposited silver oxidiz-
es, eliminating the SERS spectrum. If the potential is
brought to -1.3V, the reduction of the passive nickel

I I | [
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Figure 5
Surface enhanced Raman spectrum of corrosion film on
nickel at -0.75V in the region of OH stretching. The
peak at 3500 cm-1 is from bulk water. The sholder at
3640 cm-! is the O-H stretching mode of the hydroxide
group.
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Figure 6
Surface enhanced Raman spectrum of corrosion film on
nickel at -0.4 V showing the new band at 510 cm-!-
This band is assigned to NiO.

film occurs, leaving two very weak bands and 450cm-!
and 510cm-!. The presence of these bands suggests that
the kinetics of reduction are rather slow.

We performed similar experiments with the electrode in
a NaCl solution with a pH of 2.7 which yielded nearly
identical results, see Figure 7. We were able to identify
Ni(OH)2 bands, but could not get spectra past the sec-
0'rl|d peak because this peak appears after the oxidation of
silver.

USING A NaOH SOLUTION

Our results with the electrode in a 0.1M NaOH solution
are much like those already presented. The voltammo-
gram of the nickel closely resembles that shown in Fig-
ure 3, but the anodic peaks appear at a slightly lower
potential. The spectrum of the film at a potential just

INTENSITY

\_WW b
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Figure 6
Surface enhanced Raman spectrum of corrosion film on
nickel in acidified NaCl solution (ph 2.7) at 0.0V. The
band at 458 cm-1 indicates the presence of Ni(OH);.
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Figure 8
Surface enhanced Raman spectrum of the surface film
formed on nickel in 0.IM NaOH at -0.8V. The band at
458 cm-1 indicates the presence of Ni(OH)2,

past the first peak (= -0.8V) is shown in Figure 8. A
band, although somewhat weak and broad, is present
around 450 cm-1, signifying the presence of Ni(OH),.
From scans to higher frequencies we again noted the band
positioned at 3640cm-1. These bands grew more intense
at higher potentials corresponding to thickening of the
surface film.

Scans past the second wave (-0.6V) also show the band at
510 cm-1, In this region, the 450 cm-1 band is much
more intense and defined. The 510 cm-1 band often ap-
pears as a shoulder, but occasionally, two clear peaks can
be seen as shown in F‘lgurc 9. It should be noted that no
signal around 218 cm-! is formed in the NaOH solutions
as it was in the NaCl solution. This supports our theory
that this band was due to absorbed CI".

The oxidation/reduction potential of the deposited silver
in NaOH is around +0.25V. Raman spectra up to this
potential gave similar results to those obtained immedi-
ately past the second wave, but they do become sharper
and more intense. We interpreted this as a thickening of
the passive film. Attempts to reduce the film were rela-
tively successful, but two very weak bands and 450 cm-1
and 510 cm-! remained, even at potentials as negative as
-0.9V, again indicating slow reduction kinetics.

In both NaCl and NaOH, a similar yet unpredicted effect
was found when the potentials of the cyclic voltammo-
gram were scanned past the oxidation potential of silver
and then immediately reversed. Sharpening of the 450
cm-1 band and a new band at 3570 cm-! would appear
with a strong amplification of the 3640 cm-1 band.
These effects might be a consequence of a conversion of
the crystal structure of alpha Ni(OH); to beta Ni(OH))
(the sharpening at 450 cm-1) and absorption of water (the
new band at 3570 cm-1). This voltage scanning process

should cause a fraction of the silver to be dissolved and
then immediately redeposited. During the redeposition of
the silver, laser light was incident on the nickel. It has
been previously seen that laser illumination during oxida-
tion/reduction of silver results in a further magnification
of the SERS13.

Our results correlate for the first time the SERS of the
surface films on nickel to the anodic waves of the cyclic
voltammogram. We find that the first anodic wave corre-
sponds to the formation of Ni(OH),. The second anodic
peak is due to the formation of NiO on the metal surface.
We showed that the NiO is produced independently and
not as a conversion of Ni(OH)2 by dehydration as others
have suggested. 1.14
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ABSTRACT

This paper describes the design and performance of a computer-controlled data system for
emission spectrophotometers. The core of the system is an interface and software for an
enhanced Apple Ile microcomputer. The system controls the spectrophotometer stepper
motor and stores and processes the photomultiplier output. Digital smoothing, deconvo-
lution, baseline adjustment, and video and plotter display of the spectra are available. The
novel features of our work are low cost and relatively high performance from from a mi-
croprocessor with limited capability. The system performance is illustrated with typical

spectra.

INTRODUCTION formance is illustrated with the Zeeman spectra of Hg.
Computer control of spectrophotometers has existed for The wavelength separation of the Zeeman components
some time, as have digital processing and enhancement can easily be controlled. This approach provides a con-
of spectral dgta. Reviews of the field can be found in the venient means of testing instrumental resolution and the
literature. 1-> Microcomputer interfaces have been de- effects of digital smoothing and deconvolution of the
signed to characterize the output of pulsed hollow cathode spectral data.
lamps for atomic absorption spectroscopy. * An ap-
proach, which in some ways parallels that reported by us, HARDWARE
for an interface for EPR spectrometer control ?nd data ac- Figure 1 shows an overview of our system. The mini-

step driver, supplied with the spectrophotometer, sup-

quisitions has been reported in the literature.
plies the pulses to the phase windings of the grating

Our data station uses an enhanced Apple Ile microcom- stepper motor. Four TTL signals are needed to control
puter interfaced 1o a spectrometer with é‘l photomultiplier the driver: a direction bit controlling forward or reverse; a
detector and signal amplifier attached. © With some modi-

fication, our approach should be applicable to most emis-

sion spectrometers with stepper-motor control of grating Enission
rotation and a detector signal that can be amplified to the le~And  Source
0 -1 Volt range. SPEX Model 1704

Spectrophotometer ”
The advantages of our data system over those available PMT
commercially include much lower cost, user flexibility T Detector
and some features not generally available (e.g. deconvolu- - :
tion). A significant investment in software is required. M'B‘_‘S’EP Signal In | [H.v. ou

river
Amplifier

Our system controls the spectrophotometer’s stepper mo- and PMT H.V.
tor and amplifies, stores, displays, plots and processes

!

| Interface

/ v\

The author received his B.Sc. from Centre College in l
1986 with a major in Physics and minors in Mathemat- é 1 -
ics and Computer Science. He received his M.Sc. degree Hiotier T,

in Electrical Engineering and Computer Science from

MIT in 1988. He is currently employed as a research en- Figure 1

gineer at MIT in the Advanced Network Architecture System components for the computer-controlled emis-
group of the Laboratory for Computer Science. sion spectrophotometer

the signal from the spectrophotometer. The system per-
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Figure2
Digital circuits for the Apple Ile to mini-step driver inter-

face.

pulse which steps the motor once; and a high- and low-
wavelength limit switch signal which prevents grating
rotation above or below predetermined wavelengths. The
limit-switch outputs must be continually monitored
while the grating is rotated. The direction bit level must
remain constant during the grating rotation, and the pulse
bit must switch from high to low for 2 - 10 microsec-
onds to step the grating once. A signal amplifier of var-
iable gain which places the photomultiplier signal in the
0 - 5 VDC range, an analog to digital converter and a
stable DC power supply complete the system. All these
pieces reside on a single interface board which occupies
one slot on the Apple Ile.

Figure 2 shows the digital circuits of the interface. ICI
is a 6522 Versatile Interface Adapter (VIA) which gener-
ates and receives the spectrometer control signals. Only
port A and the timer of the VIA are used. The VIA gen-
erates timing interrupts critical to the software used for
data acquisition as well as the stepper-motor pulses. The
data lines connect directly to the Apple data bus. The
Apple address bus is connected to the VIA register select
lines R to R3. The chip select signal on the VIA must
remain stable for at least 140 ns before the rise of the
clock. The clock and the device select pulse, unfortunate-
ly, are generated such that the reach the interface simulta-
neously. The solution to this problem is to delay the
clock signal using IC2, a 74LS123 dual retriggerable
one-shot. 7 IC2 also utilizes line PBO of the VIA to
generate the step-pulses for the mini-step driver.

IC3 is an analog to digital converter (ADC) that converts
the amplified analog signal from the photomultiplier to a

14 bit digital number.® The Apple Ile data bus is 8 bits
wide, so the ADC output must be accessed twice and
then stored appropriately. The first read samples bits 0
to 7, while the second read samples bits 8 - 13 and the
overrange bit OVR. Bit 7 is ignored on the second read.
This ADC requires a 500 kHz clock that is generated by
IC4, which divides the 1 MHz clock produced by the Ap-
ple Ile by a factor of 2. IC5 splits the R/W signal on the
Aplle Ile bus into separate RD and WR signals required
by the ADC. This chip also is used to decode the
I/OSEL signal so that the ADC responds only to certain
bus addresses.

Figure 3 shows the analog circuits for the spectrometer
interface. This circuitry filters the signal output of the
amplifier, amplifies the signal by a factor of 5, and pro-
vides a buffer between the two amplifiers. Diode D1 pro-
vides overload protection while resistor R4 and capacitor
C3 filter out noise higher in frequency than the ADC
conversion rate. Resistor R10 provides a zero offset for
the input signal. The ADC requires a stable reference
voltage which is produced by diode D3, a very stable
temperature corrected voltage reference. When D3 is con-
nected to -8VDC through R12, a voltage of about -6.9
VDC is produced. R13 divides this voltage to
-5.00VDC. This reference voltage is then buffered by
IC8a and fed into the ADC.

To function properly, the analog circuits and the ADC
must be supplied with stable, clean power sources. Fig-
ure 4 shows circuits designed for this purpose. The input
is+12 VDC from the Apple Ile expansion slot, while
the output is +8VDC or +5VDC. The circuit uses LC
filters and ICs 9-12 selected from the LM78XX and
LM79XX family of voltage regulators. Only the ADC
and analog circuit components are powered from the on-
board power supply. These components need to be insu-
lated from digital switching noise present on the power
lines available from the Apple Ile bus. IC3 requires both

Figure 3
Analog cricuits for signal buffering, amplification and
filtering. This circuit also produces a stable voltage ref-
erence for the ADC.,
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a digital and analog ground. Figure 4 also shows the de-
coupling capacitors that are placed as close as possible to
the indicated IC.

All circuits in Figures 2-4 were constructed on a proto-
typing card using wire and solder connections and IC
sockets. The digital circuits were placed as close as pos-
sible to the card edge connector, while the analog section
utilized leads as short as possible. The card is calibrated
by adjusting Ry3 to produce 5.00 Volts at pin 38 of IC3
and adjusting the offset voltage using R so that the
output of the ADC is 0 when the input is grounded. Fi-
nally, the analog amplifier gain is adjusted using R8 so
that a 1.000VDC analog input produces a binary output
from the ADC centered at 16383, the maximum count
without the OVR bit.

We used two other hardware enhancements to the Apple
[Ie. To speed numerical computations for spectral
smoothing and deconvolution and to produce rapid updat-
ing of the video display, we used a 3.6MHz accelerator
card ?. Our software required memory expansion to 1
megabyte which we did with a commercially available
card 1Y, Qur data station uses the usual Apple mono-
chrome monitor, a disk drive, a &)rimcr with buffered in-
terface and a graphics plotter. 11 Since all but two of the
Apple’s expansion slots are used, it is necessary 1o use a
cooling fan.

SOFTWARE DESCRIPTION
The controlling software for our data system is a com-
piled BASIC host program which directs control to sever-
al other compiled BASIC programs.}?  The various
BASIC programs, in turn, may call one or more assem-
bly language subroutines. These subroutines, designed
for execution speed, are used for initializing memory
banks, displaying graphics and text on the double high
resolution video screen, stepping the spectrometer grat-
ing, exchanging data between main and auxiliary memo-
ry, acquiring data and performing arithmetic operations

-----

Figure 4
Voliage regulator circuits.

required for deconvolution and smoothing.

The 1 megabyte memory expansion is organized into 16
banks of 64K. Nine of these banks are reserved for spec-
tra containing data taken at up to a maximum of 24,200
wavelength steps. Each spectral data point requires both
a high and a low byte. The remainder of the memory
bank is reserved for commentary information and parame-
ters which record the conditions of data acquisition and
any subsequent operations (e.g., smoothing) on the data.
Of the remaining 7 auxiliary memory banks, 5 are used
as RAM disks to facilitate rapid access to programs and
subroutines; the remaining 2 banks are reserved for use
by convolution assembly-language routines and for dou-
ble high resolution (DHR) video memory.

Our software supports the DHR mode available on most
Apple Ile units. This mode doubles the number of avail-
able columns so that one can display a matrix of 560 x
192 pixels. We found this mode valuable for displaying
spectral detail. We utilized many programming lgch-
niques for the DHR display already published. !

DATA STATION OPERATION

The central piece of the software is the main menu,
which gives the operator a choice of 9 different options.
1) Calibrate Spectrometer Position-

Allows the user to calibrate the spectrophotometer using
the calibration dial or a standard emission line.
2) Manual move-
A key press will scan the spectrometer towards increasing
or decreasing wavelengths at 10 speeds between 0.01 to
10 A in the first order. Instantancous wavelength and
detector output are displayed. The software maintains the
calibration by counting the accumulated number of steps
forward or backward from the calibration point. If the de-
sired wavelength is lower than the current wavelength,
the software slews 200A lower than the required value,
stops, reverses, and then reaches the desired final position
:'ro;ln the lower wavelength to eliminate mechanical back-
ash.
3) Acquire Data Automatically-

The operator inputs a list of parameters (scan rate, sam-
pling step size, wavelength interval, etc.) which define
the data to be measured. A memory bank to receive the
spectrum is designated. Once the operator is satisfied
with the input parameters, the grating is slewed to the
starting position once again approaching from lower
wavelengths to eliminate mechanical backlash. The grat-
ing is advanced one step and the detector signal is digi-
tized and placed into memory. At the fastest scan speed
available, two separate conversions are actually averaged
before storage. As the scan speed is slowed, the number
of averaged conversions increases to 256. The assembly
language subroutine also samples the status of the high
and low limit switches and decides if the scan should con-
tinue.
4) View Data in Memory-
This feature displays the full spectrum or partial spec-
trum in a bank. Any combination of 1% of the ordinate
and 40 grating steps may be expanded to full scale. The
operator may select a movable wavelength marker,
which, when placed on any column of pixels, causes the
corresponding wavelength and intensity to be displayed
The operator can overlay up to three other spectra over
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Figure 5
An example of the video output of View Data, showing
the marker and overlay options.

the primary one, provided that all wavelength ranges and
sampling densities are identical. Figure 5 is a photo-
graph of the monitor displaying an example output of
Vu,w Dala The spectrum shows the Zeeman splitling of
the 63 D3- -63P, emission line of Hg at about 3650A ob-
tained in the forth order of a 1200 lines/mm grating. The
primary display has been smoothed and deconvolved,
while the overlay is the raw data. Note the marker and
the spectral detail provided by the DHR mode. A plotter
option is available that produces 8.5" x 11" or 11" x 17"
plots or transparencies of the primary spectrum and one
overlay in up to three colors. Figure 6 shows an exam-
ple of the plotter output of the blx components of the
Zeeman splitting of the 7° Si- -6°Py emission line of Hg
taken in the third order. The graph shows the data both
as observed directly and after digital smoothing and de-
convolution. The software for this section utilizes a
BASIC host. The operator selects and edits parameters
required for the video display or plot. These parameters
are poked into memory locations expected by the graph-
ics assembly-language subroutines which are in turn
called by the host. We developed our own graphics prim-
itives to plot points, draw lines and display characters.
As Figure 5 demonstrates, the DHR can display a pleas-
ing amount of spectral detail. With compiled BASIC and
the accelerator card, the screen update requires less than 1
second.; without the card and in interpreted BASIC, the
speed was unacceptably slow. A plot requires approxi-
mately 2 minutes.

5. The Filer-

This selection allows the operator to load data from a
floppy disk to the Aux memory bank, to save data from a
bank 10 a disk, to catalog a disk, to delete data from the
disk and to transfer a spectrum between one Aux memory
bank and another. Error traps are provided to prevent the
operator from performing unwanted deletions, overwrit-
ing data or saving different spectra with the same file
name. The operator interacts with a compiled BASIC
host which pokes the necessary parameters into memory
locations and then calls assembly-language subroutines
which accomplish the required operatons,

6. Edit Commentary Information-

This selection allows the operator to change the name of

a data set and the commentary information. Such param-
eters as the number of steps per Angsuom or scan speed
cannot be changed by the operator as they are a character-
istic of the data.

7. Baseline Adjust-

This routine permits the operator to subtract a fixed in-
tensity unit from the intensity values recorded at each
wavelength of a data set and then to multiply every inten-
sity value by a scaling parameter. Baseline adjust retains
the original data bank and creates a new one with the
modified data.

8. Quartic Smooth-

To reduce the noise present in a spectrum, we repeat con-
versions and average the signal at fixed wavelengths be-
fore storage in a data array. In addition, we incorporate
an operator-selectable option of digital smoothing. We
calculate the quartic smoothing function 4 containing
2N+1 components, where 2N+1 is the number of wave-
length steps in the full width at half height (FWHH) of
an isolated line in our spectrum. We next convolve this
smoothing function with itself, and in turn, convolve the
resulting function with itself. This final smoothing
function is used in a convolution operation accomplished
by an assembly-language subroutine to smooth a data
set. This approach is equivalent to four successive quar-
tic smoothing operations and is significantly faster. The
smoothing of a 2000 point spectrum with a 40 point
quartic smoothing function requires about 30 seconds.
Figure 6 shows an example of this smoothing process.
9. Deconvolution -

Our data system can enhance the resolution of a spectrum
using a deconvolution process. 1> We use a Gaussian
instrumental response function with of half-width de-
scribed above and a weighting function. 16 The operator
selects the data set to be deconvolved, the empty bank of
Aux memory to be used to receive the deconvolved spec-
trum, the number of grating steps in the FWHH of the
response function, and the number of iterations. The op-
erator can elect to follow the convergence by printing out
the r.m.s. error between the observed data and the convo-
lution of the kth iteration of the deconvolution process
with the response function. Typical deconvolutions re-
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Figure 6

An example of the plotter output. The Zeeman splitting
of the 4358A Hg line, observed in the third order. Also
illustrated are the results of the smoothing and deconvo-
lution operations.
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quire no more than 40-50 iterations. Figure 6 is an ex-
ample where the primary spectrum has experienced two
baseline operations, smoothing and deconvolution. One
deconvolution iteration of a 2000 point spectrum with a
40 point response function requires about 30 seconds.
The baseline, smooth and deconvolution operations auto-
matically produce or update an unalterable process string
appended to each data file.

TEST OF THE SYSTEM
The Zeeman splitting of the 4358A Hg emission line
provides a test of the performance of the smoothing and
deconvolution features. A polaroid filter oriented parallel
to the applied magnetic field will transmit the central
(AMj = 0) two components of the pattern and suppress
the others. The wavelength separation AA of the two
components should vary linearly with the current in the
magnet. We can use this fact to test our system. Figure
7 shows a plot of A vs the current in the magnet. The
spectra were measured in the third order and their wave-
length separations divided by 3 to obtain AA. Figure 7
shows that although a non-zero AA appears in the raw
data down to 0.6 amps, its measured value is too small
(as expected) and that appreciable errors in raw data values
begin at =0.04A By contrast, the graph indicated that
values obtained after smoothing and deconvolution are re-
liable for separations as small as 0.0225A. The non-zero
y-intercept of Figure 7 is caused by a permanent residual
magnetization of the iron-core magnet.

SUMMARY
This paper describes a computer-based data station for
emission spectrophotometers. We presented a series of
circuit diagrams and generally describe software which
permits an enhanced Apple Ile microcomputer to control
the spectrophotometer and record and process its output.
Data storage, retrieval, scaling, baseline adjustment, digi-
tal smoothing, deconvolution, video display and plotter
output are available.

The novel features of this work include relatively fast
performance from a limited microprocessor and low cost.
The hardware components for the custom interface card
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Test of the smoothing and deconvolution operations us-

ing the AMj = 0 components of the Zeeman splitting of
the 4358A line of Hg. AMis the wavelength separation

of the components and I is the electromagnet current.

cost under $100, while the total hardware cost for the en-
tire system is about $3,000. The most expensive com-
ponent, the plotter, costs about 40% of the total. The
system performance compares favorably with much more
expensive commercially-available computer data stations.
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ABSTRACT
Exposing undoped Bi12GeO2g (BGO) at liquid nitrogen temperatures to broad-band light
from an Xe lamp or narrow-band light at 1.96 eV or 2.28 eV from a laser produces ther-
mally stimulated currents (TSC). Major current peaks at 175 K and 285 K were observed
following exposure to the Xe light. These peaks are in good agreement with previous re-
sults. The high temperature current peaks that result from the electrons thermally escap-
ing from the traps and returning to the donors correlated with the anneal stage of the pho-
tochromic bands. The high temperature peaks were reduced when the lasers were used.
When a Fe-doped BGO sample was illuminated with the Xe lamp, the major current peak
was at 195K. This result matches the major anneal stage of the photochromic bands in
Fe-doped BGO. No TSC signals were observed following exposure to the laser sources.

INTRODUCTION

The compound bismuth germanium oxide, Bij2GeO20
(BGO) is a photorefractive material that is widely studied
for its potential for electro-optic applications. 1" Photore-
fractive materials are nonlinear in nature such that light
changes the index of refraction of the material. The light
affects how fast the light travels through it. They act
much like film emulsions. They change rapidly when
excited with intense light, but unlike film, the "patterns”
are erasable. Images can be created or removed by design.

The properties of BGO are similar to those of the closglg
related compound bismuth silicon oxide, Bij2SiOgg .*
The photorefractive response present in BGO is due to
charge transfer from light regions to dark and the capture
of electrons by empty shallower traps. The charge distri-
bution sets up an electric field which modifies the index

Keith Chappell graduated from the University of Central
Oklahoma in May, 1992 with a Bachelor of Science in
Engineering Physics. He is currently pursuing a Mas-
ters” degree in Electrical Engineering at the University of
Oklahoma. He is doing research in the area of polymer-
based electroluminescent devices. This project came out
of research he did in the summer of 1991 at Oklahoma
State University while participating in the National
Science Foundation's Research Experience for Undergrad-
uates (REU) program.

of refraction through the electro-optic effect.4 This infor-
mation suggests the need to investigate trapping and mi-
gration utilizing thermally stimulated currents (TSC).>:6

Exposing BGO to light whose energy is near the edge of
the band at low temperatures produces optical absorption
bands extending from about 1.5¢V to the band edge. ~ In
the process, electrons are excited from deep donors to the
conduction band, where they migrate until being trapped
in shallower levels. The newly filled traps introduce an
additional optical absorption which extends from the in-
frared to the absorption cutoff in the near ultraviolet.
This photo-induced or photochromic absorption band
arises from the optical excitation of the electrons back to
the conduction bands.3 Photochromic absorption bands
are created in a nonlinear material when the light changes
the amount of light that the medium can absorb. The
bands are created at specific wavelengths of light at which
the medium absorbs, giving rise to a different set of ab-
sorption lines. This is commonly seen in sunglasses
that darken in bright sunlight and lighten in dark rooms.
These results suggest that a study using TSC will add ad-
ditional information about the thermal stability of the
traps involved in the photochromic bands and the photo-
refractive effect.

EXPERIMENTAL PROCEDURE
The undoped and Fe-doped BGO crystals were grown at
Oklahoma State University for this study. The starting
materials were Johnson-Mathey Grade BipO7 and GeO».
The materials were mixed in a stoichiometric ratio and
then heated treated at 800 C for 48 hours in an oxygen at-
mosphere. The Fe-doping was accomplished by adding
FepO3 with the related reduction of GeO7. Single crys-
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The layout, hookups and equipment used in this TSC ex-
periment.

tals of BGO were grown in air using the Czochralski
method on [100] seeds. The pull rate was 2.5 -3.0 mm/
hr and the rotation rate was 30-86 rpm. The crystals
showed the yellow coloration typical of BGO due to an
absorption band or shoulder extendin g from about 2.5 eV
to the absorption edge near 3.4 V. 3 Optical samples
were prepared from 1.1 - 1.2 mm thick slices of either
[100] or [110] surfaces. Thin semitransparent electrical
contacts were obtained using evaporated Au film. The ef-
fect of different geometries and materials have been
shown to be minor. / Two thin brass contact strips were
used to clamp the sample between sapphire wafers (for
electrical isolation) in the optical cryostat. One strip had
a small hole for the light source to excite the crystal.
The sample was then mounted on the cold finger of an
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Figure 2
The five lines represent the heating rates of the undoped
BGO sample with each different optical excitation for 1
hour each: no optical excitation; Oriel Xe source; 151
eV, 1.96 eV and 2.28 eV monochromatic laser light.

optical cryostat which could be cooled to liquid nitrogen
temperature.

Figure 1 shows a block diagram of the experimental sys-
tem. An electric field of 500 V/cm was established by
the high voltage power supply. A picoammeter was used
to collect the thermally stimulated current signal. The
voltmeter was used to read the sample temperature using
the thermocouple attached to the cold finger. A power
supply programmer let us control the heater power sup-
ply. The instruments were connected to a personal com-
puter by the General Purpose Interface Bus. The data
were collected, stored and later plotted using the PC.

After the sample was cooled to liquid nitrogen tempera-
tures, it was exposed for 1 hour to one of several light
sources prior to the data collection run. The sources were
an unfiltered Xe lamp, a 1.51 eV infra-red diode laser, and
a 1.96 eV He-Ne laser, and a 2.28 eV green He-Ne laser.
After exposure the sample was warmed to near 450 K at a
nearly linear heating rate as shown in Figure 2. During
the heating , the sample temperature and current were re-
corded as a function of time by the PC. This process
was repeated for each illumination source. The entire
process was repeated for the Fe-doped sample. A back-
ground signal, always less than .01 nA for temperature
below 350K was measured prior to exposure to the light
sources.

RESULTS AND DISCUSSION
Figure 3 shows the TSC results for the different optical
excitation of the undoped BGO samples. The solid curve
depicts the peaks produced by the Xe lamp at 170-180 K,
240 K and 290 K. The curve comprised of long dashes
portrays the excitation which occurred at low tempera-
tures using the 2.28 eV source. Absorption for this
source was weaker at higher temperatures. The curve
comprised of short dashes indicates that excitation was
suppressed further at higher temperatures using the 1.96
eV source. No TSC peaks were observed when the sam-
ple was exposed to 1.51 eV light from the diode laser.

500 v T

UNDOPED BGO

400 + S
/
300 | ; \
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CURRENT (nA)

100 +
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Figure 3
Plot of current vs temperature for the undoped BGO sam-
ple showing the TSC peaks.
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Comparison of peak positions with previous work indi-
cate good agreement. 2 Plotting the log of the current vs
temperature enhances the peaks, as shown in Figure 4.
The current peaks at 280K and above are much weaker
when the TSC is produced by exposure to the 2.28 eV
and 1.96eV lasers. Other results failed to observe photo-
chromic bands following exposure to light with photon
energy less than 2.4 eV. 3 This results suggests that
these high temperature peaks are related to the decay of
the photochromic bands.

An anneal study of the photochromic bands was carried
out on the same samples that were used for the TSC ex-
periments. The samples were mounted on the cold-finger
of a closed cycle helium refrigerator. After they were
cooled to about 10K, an optical absorption curve was
taken. After the sample was exposed to 3 eV light, the
absorption curve was re-measured. The sample was then
heated to the desired anneal temperature, cooled back to
10K and measured again. This anneal process was repeat-
ed for temperatures up to about 300K. The contour plot
in Figure 5 shows the results obtained for the undoped
BGO sample. The major anneal stage near 250K agrees
well with our TSC results on this sample.

Figure 6 shows the TSC curve using the Xe lamp on the
Fe-doped sample. In contrast to Figure 4, the high tem-
perature peaks are missing or suppressed. The overall
signal is smaller as are the photochromic bands. TSC is
not generated when either the 1.96eV or 2.28 eV laser is
used. The doping with Fe appears to remove some of the
absorption, but does not introduce additional photo-
chromic bands. This suggests that Fe may act ?s a trap
and is in good agreement with previous work.

The contour plot in Figure 7 shows the anneal of the
photochromic bands in the same Fe-doped BGO sample
used for our TSC study. A major decrease is seen from
100 - 200 K. This parallels the major current peaks scen
in Figure 6.

In a more detailed analysis of TSC data, the use of mono-
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Figure 4
Log of current vs. temperature for undoped BGO. This
shows the TSC peaks for the laser light.
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Figure 5
Thermal decay of the photochromic bands in undoped
BGO.

chromatic laser light appears to have an advantage due to
the increase in intensity. Further work is required in or-
der to determine trap depths by taking several TSC runs
with different linear heating rates to construct a Hoogen-
straaten plot.

ACKNOWLEDGMENTS
This work was supported by the National Science Foun-
dation REU program and Rome Laboratories, USAF,
Hanscom AFB, MA 01731. Special thanks go to JJ.
Martin for his advice in the experimental setups and pa-
tience and to B. Jassemnejad for helpful discussions.

REFERENCES
* Current address of author: School of Electrical Engi-
neering, University of Oklahoma, 202 W. Boyd,
Room 218, Norman, OK 73019-0631,
klc@essex.ecn.uoknor.cdu.

1. B.A. Horwitz and F.J. Corbett, Opt. Eng. 17, 1978,
p. 353.

Fe—doped BGO
o Xa Lamp

107"

CURRENT (nA)

1072}

1 0-3 N 4 " i i
100 150 200 250 300 350 400

TEMPERATURE (K)

Figure 6
Log of current vs temperature for Fe-doped BGO. Com-
parison with Figure 4 shows the effect of the doping.



20 THE JOURNAL OF UNDERGRADUATE RESEARCH IN PHYSICS VOLUME 11, NUMBER 1

0.5 1 1.5 2 2.5 3
ENERGY C(el)

Figure 7
Thermal decay of the photochromic bands in Fe-doped
BGO.

2. T. Takamori and D. Just, J. Appl. Phys., 69, 1991,
p. 3958.

3. J.J. Martin, I. Foldvari and C.A. Hunt, J. Appl.
Phys., 70, 1991, p. 7554.

4. D.M, Pepper, J. Feinberg and N.V. Kukhtarev, Sci-
en. Amer., Oct, 1990, p. 62.

5. R.B. Lauer, J. Appl. Phys., 42, 1971, p. 2147.

6. S. M. Efendiev, V.E. Bagiev, A.K. Zeinally, M. Ga-
randolfo and P. Vecchia, Ferroelectronics, 43, 1982,
p- 217.

7. T. gaécamori and D. Just, J. Appl. Phys., 67, 1990,
p. 848.

8. W. Hoogenstraaten, Philips Res. Rep., 13, 1958, p.
515.

FACULTY SPONSOR
Dr. Joel J. Martin
Department of Physics
Oklahoma State University
Stillwater, OK 74078-0444




VOLUME 11, NUMBER 1

THE JOURNAL OF UNDERGRADUATE RESEARCH IN PHYSICS

21

DYNAMICS OF A SYSTEM OF TWO COUPLED NON-LINEAR
OSCILLATORS

Jeffrey L. Rogers
Department of Physics
Florida Atlantic University
Boca Raton, FL. 33431
received 3/21/92

ABSTRACT
This article is an examination of two coupled non-linear limit-cycle oscillators. Numerical
simulations are used in conjunction with analytical calculations to identify three distinct
forms of behavior: mode locking, amplitude death and quasi-periodicity. The boundaries
in parameter space are found and the equations of motion for all three types are presented.

INTRODUCTION
The use of oscillators to model phenomena may be found
throughout physics. Light, phonons and plasmons are
Just of few of a great wealth of examples. The use of
linear differential equations to define the elements in the
oscillator model mean that the powerful tools of integra-
ble differential equations can be used to understand the
phenomena.

Oscillators that use non-linear differential equations have
been used as a modeling technique. While these equa-
tions lose many of the tools of integrable differential
equations, they are capable of describing a wider range of
system behaviors. Some diverse applications in biology
include synchronous firing of large groups of fireflics,
chirping patterns among groups of crickets, cardiac
rhythms or synchronization of menstrual cycles in
groups of women,

The drawback to using non-linear models is often the

loss of concepts such as superposition of solutions.

Each non-linear model possesses unique abilities as well
as unique obstacles to finding its solution. Several au-
thors have examined non-linear models of various tgwg
and with different representations of coupling. 1-3,5-7,
They have made substantial progress in understanding and
applying such models. This research is part of an on-

Jeff graduated with a Bachelor of Science degree in Phys-
ics at the conclusion of the spring term of 1992. He is
currently working towards a graduate degree in Mathe-
matical and Computational Physics at Florida Atlantic
University. He is continuing his research in non-linear
dynamics and is pursuing his lifelong ambition of surf-
ing Backdoor Pipe standing up on the first reef at 6 to 8

going project into the three and N oscillator problems as
well as the use of parallel and vector computers for per-
forming simulations.

MODEL
We are concerned with a system of two limit-cycle oscil-
lators, each given by the equation®:

%=Z(l—|2|2+im), M

which is derived from the van der Pol equation 4, Z is a
complex number and  is a frequency. A representation
of two coupled limit-cycle oscillators may be:

€z . k
T=Z,(l'— IZI|2+1(D])+ 5(22"21).

2
dz,

T=22(1'—' |Zzlz+i(ﬁ2)+ %(ZI—ZQ)

where k is a coupling constant.

To assist in solving these equations, we introduce an or-
der parameter 1-3.;

2
Reif = -;- Z % 3)

=

that is a sum of the elements. The order parameter is
sensitive to changes in both amplitude and phase. The
magnitude R is an indication of the degree of order
present in the system. R is defined such that IRI=1 cor-
responds to elements of amplitude 1 and equal phase
while IRI= 0 corresponds to elements of amplitude 0 or
of equal magnitudes and phase difference .
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NUMERICAL RESULTS
To find out how the system develops in time, the
coupled Equations 2 were integrated numerjcally. We
used a fourth order Runge-Kutta algorithm®. The inte-
gration proved to be stable with a step size of 0.01.
Most of our calculations were performed on a Decstation
3100 at Florida Atlantic University. We also did some
calculations using the Cray YMP/432 at Florida State
University. We varied initial conditions and used step
sizes as small as 0.001. Depending upon the values of k
and o chosen, the system evolved into three types of be-
havior:
1) Mode locking
If k<2 and k> © or if k>2 and k>(1 + 1/4w?), mode
locking, shown in Figure 1, occurred. This is character-
ized by the oscillators rotating with the same frequency
about a limit-cycle IZ;l > 0. The oscillators maintained a
constant phase difference and angular velocity. The order
parameter quickly settled to a fixed value less than one
determined by the phase angle difference and the ampli-
tudes.
2) Amplitude death
When k<(1 + 1/4®2) and k>2, amplitude death, shown
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Figure 1

Top- Real vs. imaginary components of Zj, demonstrat-
ing mode locking. Each triangle represents the position
of the jth oscillator at a particular time.

Bottom - The magnitude of the order parameter R as a
fucntion of time. In the case of mode locking, R quickly
locks onto the constant value.

in Figure 2, occurred. It is characterized by the system
collapsing to the origin as time moves toward infinity.
The oscillators pull one another down, causing the origin
to be a stable solution for the equations. The order par-
ameter, being dependent on both phase and position,
tended to zero as time increased. An%plij,ude death has
been examined by several authors, 2+ /410

3) Quasi-periodicity

If k<o and k<2, quasi-periodic behavior, shown in Fig-
ure 3, occurs. It is characterized by a circle of constant
radius precessing about a limit-cycle leading to a rosette-
like patter where R oscillate between two values in a reg-
ular fashion. The magnitude of the oscillation is con-
stant and dependent on the frequency ®. The amplitude
and phase are time dependent.

ANALYSIS
Before attempting to analyze the system given by Equa-
tion 2, it is prudent to first understand the behavior of
one uncoupled non-linear oscillator, Equation 1 can be
solved by a separation of variables. The solution is:
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Figure?2
Top - Real vs. imaginary components of Z;, demon-
strating amplitude death. The elements settle on the ori-
gin, which is a stable solution.
Bottom - The magnitude of the order parameter R as a
function of time. As the oscillators settle on the origin,
their amplitudes tend to zero, thus R tends to zero.
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Z= \/ % e sech(t+c) e (€))

In the limit as time becomes large, IZI -> 1, independent
of initial conditions. Equation 4 then becomes the at-
tracting solution, Z = e¢!®!, the equation of a limit-cycle
oscillator moving with frequency ®. The origin is al-
ways an unstable solution to Equation 1.

The coupling terms in the two oscillator case do not al-
low for such a straight forward analysis. We use what
was learned from the numerical simulations and the anal-
ysis for one oscillator to make an assumption about the
solutions of the case of two oscillators. In this manner
we can find the conditions which must exist for the solu-
tions to be valid. Moving into a rotating frame of refer-
ence with @ = @] - w; and setting 1ZI = [Z4] = 1Z5],
Equation 2 becomes:

dz
.al:z,u- 122+ 0, ) + fz‘-(zz—z.), (5a)

=
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Figure 3
Top - Real vs. imaginary components of Zj, demonstrat-
ing quasi-periodicity. This is the most complicated of
the three forms observed. Both the magnitudes and phase
differences are time dependent.
Bottom - The magnitude of the order parameter R as a
function of time. R oscillates between two fixed values.

%ﬂgu— 1Z]2)+ %(zl—zz). (5b)

Assuming solutions Z1 = pei® and Z = peiP leads to the
following set of equations:

LT S ) S

- dl-l p 2+2cos([5 a) , )

4l d:a}=m+ksin{[3—a}, (6b)
B+a=ot, (6¢)

where p = 1Zl and o and P are phase angles. In the gener-
al case, all three are considered to be time dependent. The
boundaries between the three types of behavior in k-
space are found by analysis of these conditions.

MODE LOCKED
Oscillators that are mode locked were observed numerical-

ly to have time-independent magnitude p and phase differ-
ence B—o. Equation 6a gives the magnitude:

p:,\/%(z—!u K -0d) . )

Equation 6b predicts that the boundaries to be k<2 k>
and k>2, k>(1 + 1/4w?). The conditions given by Equa-
tion 6 will produce the solution for mode locking

zlz\/%(z-m )
Cxp[ i%(mw sin'l{—%})], @®)

Zz= Zl cie 3

where @ is some constant corresponding to the dilference
in phase.

AMPLITUDE DEATH

Amplitude death may be thought of as a special case of
mode locking, so the same condition equations may be
applied. These equations give the boundaries as k>2,
k>(1 + 1/4w?). This is the one solution which is trivi-
al. The time derivative of the position is zero, so the
system evolves to the fixed point solution Z =Z5 = (.
In this region, the origin is a stable solution for the sys-
tem. This stability, in contrast to the one oscillator case
where the origin is an unstable solution, can be attributed
to the coupling.

QUASI-PERIODICITY

Periodicity exists in the region of k- space where the
simplifying assumption that the magnitude p and the
phase difference B—o: are independent of time cannot be
made. However, the previous analysis still may be used
to determine the boundaries: k<2,k<w. Integrating
Equation 6b in its general form and substitution of Equa-
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Figure 4
Regions of k-w space where the three forms of behavior
of Equation 2 reside.

tion 6¢ where necessary, leads to the solutions for the
phase angles o and B:

wt+m ©

mz—kz}l kJ
jj =] =

The remaining unknown quantity is the magnitude of p
for periodicity. This can be found by solving the diffe-
rential equation resulting from substituting Equations 9
into Equation 6a.

Figure 4 shows the areas of k-w space where the three
forms of behavior reside. The numerical and analytical
results are in exact agreement as to the boundaries.

SUMMARY
The combination of numerical simulation and analysis is
a fruitful tool for predicting the behavior of non-linear
oscillators in k- space. Despite the non-linearity of the
equations, this combination of methods allows the equa-
tions of motion to be found. The sole use of either
method would not have been so successful. The analyti-
cal approach would stall due to the non-integrability of
the original equations, while the numerical simulations
would become tedious, leaving questions as to whether
the results are complete or even correct.
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ABSTRACT
The highly excited electronic states of a neon atoms are examined using laser optogalvanic
spectroscopy. The experiment uses a flashlamp pumped tunable dye laser and a hollow
cathode discharge cell to examine the electronic absorption lines. A computer was used to
simultaneously record the power of the laser, a reference iodine absorption spectrum and
the optogalvanic spectrum being studied. The hardware and software used to run the ex-
periment are discussed as are the results of the experiment.

BACKGROUND
The purpose of this research project was to design, build
and use an experimental apparatus to examine the molec-
ular bands of compounds containing transition metals.
We intended to investigate the effect of d-orbitals on the
bonds of titanium oxide and aluminum(T) fluoride by
sputtering the molecules within a hollow cathode tube
while shining laser light on the tube. The resulting op-
togalvanic signal would be observed and stored on a com-
puter. Much of the hardware and software needed for this
experiment already existed, but extensive modification
and assembly were required to produce a sensitive, yet in-
expensive experimental apparatus which would be capa-
ble of detecting and displaying electronic changes in mo-
lecular spectra for neon, sodium, potassium, calcium and
copper.

The inert gas in many of the optogalvanic cells is neon.
Initially, we decided to examine the spectrum of neon
since it is monatomic and already in a gaseous state,
making sputtering unnecessary.

LASER OPTOGALVANIC SPECTROSCOPY
The method which detects changes in the energies of at-
oms or molecules caused by optically induced current
changes is known optogalvanic spectroscopy. Itis an
excellent, simple and relatively inexpensive method of
performing laser spectroscopy of gas discharges. ! A
solid is plated onto the cathode of a hollow cathode lamp,
which also contains an inert carrier gas, often neon at a

Doug completed this research as a senior honors project
while majoring in physics. He is presently in graduate
school at the University of Denver.

low pressure. Current is run from the anode to the ca-
thode and the electrical discharge results in the vaporiza-
tion of the plated solid. Energy can be absorbed when a
tunable laser beam passes through the discharge volume
of ions or atoms if the wavelength A = hc/AE is tuned to
AE, the absolute value of the transition energy between
the lower energy state Ej and the excited energy state,
E». The population densities n1(E1) and np(E7) of the
two states are changed by this optical pumping. The dif-
ferent ionization probabilities of the two levels causes a
change in population and results in a change in the dis-
charge current AL. This change in current is detected as a
voltage change AV = RpAl across the ballast resistor
shown in Figure 1.

If P(E) is the total ionization probability of the atom in
state E, the voltage change produced by the laser induced
population changes in the two states is given by:

AV = C [An; P(E1) - Ang P(E2)] (0))

where C is a constant. There are three possible mecha-
nisms for the ionization of atoms from level Ej to Ej:

w | 4

+HV. l:/
I laser light

!

10 circuilry

Figure 1
Schematic of an optogalvanic cell.
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Figure 2
Schematic of the experimental set-up.

1) direct ionization by impact of an electron
AEB + € omeoeee > At +2¢

2) ionization caused by collision with a metastable atom
A(E]) + A¥ —eeneeee > At+A+e

3) direct photo-ionization by the laser Bhowns
A(E]) + hy  -eeeeeenn > AT +e

The competition between these and other mechanisms
will determine whether the population changes cause an
increase or decrease in the discharge current. This deter-
mines whether a positive or negative optogalvanic signal
is observed.

With moderately powerful pulsed lasers in the kilowatt
range, voltage signals in the micro to millivolt range can
be observed. This makes the optogalvanic effect (OGE)
sensitive enough to resolve vibrational changes in molec-
ular bonds and differences in energy levels brought about
by different electron spins.

There are several limitations to optogalvanic spectrosco-
py. For highly sensitive experiments, Doppler shifts
must be eliminated. This is usually done by using a dis-
charge cell with an optical quality window and placing it
within the laser resonating cavity, taking advantage of
the amplification effects within the cavity.

For our research, Doppler shifting was not a concern.
The prime limiting factor in resolving the spectral lines
was the laser itself. Our laser was not monochromatic
enough to resolve line broadening due to the Doppler
shifting of neon atoms or the rotational levels in mole-
cules. Because of this, the current research was restricted
to the study of the electronic excitations of neon.

Another limitation was the gas pressure within the cell.
As the laser light shines on the sample and current is run
through it, the pressure of the gas within the cell increas-
es. This is partly due to the heating of the sample and
partly due to the sputtering of the species. As the pres-
sure within the sample increases or decreases, the impe-
dance of the optogalvanic cell will change and appear as a
signal at the output. For sputtering to occur, the pres-
sure inside the cell has to be kept below 5 - 10 Torr.

SYSTEM COMPONENTS
A schematic layout of the experimental set-up is shown
in Figure 2. The computer we chose is an IBM PC-AT
compatible because it was inexpensive and it was easy to
purchase standard data acquisition cards for the computer.
The laser is a Chromatix CMX-4 flashlamp pumped tun-
able dye laser The dye we used is Rhodamine-6G which
restricts the wavelength range to 563-633nm. At peak
efficiency, it has an output of about 1-5 mJ/pulse with a
2us pulse at a repetition rate of 10 Hz. A computer driv-
en stepper motor is used to turn the tuning of the knob
of the laser. Each step will change the wavelength of the
laser about 0.2 nm.

The beam travels to a splitter which devides off 8%.
This 8% is split again, a portion traveling to a photodi-
ode to measure the intensity of the beam and the other
portion passes through a cell containing heated iodine.
Iodine has a well-known absorption spectrum with rela-
tively evenly distributed spectral lines across the tunable
range of the laser. The resulting spectral lines, detected
by another photodiode, serve as convenient wavelength
markers for determining the wavelength at which the la-
ser is operating.

The light not split off by the first beam splitter passes to
the optogalvanic cell. The electronic signals from it and
the two photodiodes are sent to boxcar integrators. The
integrators are gated by a pulse generated by the laser
when it fires. The gate pulse has a slight delay and is
significantly longer than the laser pulse to overlap the

Figure 3
Schematic diagram of the analog electronics used in the
experiment.
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OGE signal. Since this pulse is simultaneous with the
laser pulse, the integrators will receive a signal only
when laser light is incident upon the cell. This procedure
reduces the noise level significantly. The voltage out-
puts from the integrators are fed into an analog to digital
converter so that they can be read by the computer.

CIRCUITRY
This section describes the circuitry that was built ‘in-
house’. The stepper motor driver circuit consists of a n-
pulse generator 2, an SAA1027 stepper motor driver chip
and 4 MOSFET transistors which drive the stepper mo-
tor, The n-pulse generator receives a single triggered
pulse from the computer and outputs n pulses which the
operator can set using 4 binary coded decimal switches.
Each step of the stepper motor causes a fixed change in
wavelength of the laser, so the operator can set how
many steps the stepper motor takes for each pulse sent
by the computer. The SAA1027 chip not only causes
the stepper motor to take a step, but also can determine
which direction the motor steps. The direction is con-
trolled by a level set by the computer. To provide the
current needed to run the stepper motor, the outputs of
the SAA1027 chip are buffered by the 4 MOSFET tran-
sistors.

Figure 3 shows the signal processing for the two photo-
diodes. The photodiodes are biased at -90V to improve
their frequency response. The optogalvanic cell is biased
at 300-500V through a 20 k€ resistor. The series capac-
itor in conjunction with a 1 MQ grounding resistor in
the boxcar amplifier serves to block the DC voltage and
transmit only changes in voltage, in this case pulses
from the optogalvanic cell. The operational amplifier
which follow the boxcar integrators provide amplification
as well as zero offset adjustment. This offset can be used
to set the height of each display sweep as seen on the
computer screen. When a pulse is received from the la-
ser, a gate within each integrator opens and the incoming

3500

e AM“WMM

2500 i
A ’.—\L
2000

1500

Relalive intensily

1000

500

0
585 590 595 600 805 610
Wavelenglh (in nanomelers)

Figure 4
Typical output from our apparatus showing a neon spec-
trum with traces of sodium. The upper trace is the laser
intensity. The lower trace is the optogalvanic spectrum.

data is integrated. The computer then reads the voltage
output from the integrators. When the computer sends
the pulse to the stepper motor driver circuit, it is also
sent to the integrator to reset the boxcar. Each time a
step is taken by the driver motor, the integrator is reset
and new data is collected for that step or wavelength.

THE COMPUTER PROGRAM
The computer program used to control the experiment
and view the results was written in QuickBASIC 4.5.
The program consists of about 170 modules, functions
and subroutines. The main module and twenty sub-
modules were written ‘in-house’. The remaining routines
were purchased and modified to fit our needs. A copy of
the program and various routines is available from the fa-
culty sponsor of this paper.

The program has three main functions: send a signal to
the stepper motor driver circuit and boxcar integrator; re-
ceive data from the A/D converter; and store, retrieve and
display output from the A/D converter. The ‘ScanLaser’
module is the heart of the program. It initializes the data
acquisition board, collects data from all three inputs and
displays them in real time. The routine that steps the
stepper motor is called approximately every 2 seconds.
This may seem quite rapid, but with 1500 steps to scan,
one scan takes nearly an hour to complete.

DISCUSSION OF RESULTS
The assembled equipment worked extremely well, A typ-
ical result is sown in Figure 4. Both positive and nega-
tive going peaks are observed in the optogalvanic spec-
trum. The relative intensity is adjusted so that the peaks
are full scale on the analog to digital converter used,
when measured using the circuitry in Figure 3.

The identification of the lines shown in Figure 4 are
shown in Table 1. We clearly identify several of the ex-
cited states of neon within 0.2% of those given in the
M.LT. wavelength table.2 We were able, with few ex-
ceptions, to observed the close to ionization states of
neon. Table 1 shows that we saw the sodium D lines.
This comes from the lamp that we used. Other lamps we
used contained traces of potassium, copper, calcium and
lithium. However, the excited states of neon consistent-
ly dominated each of the 60 scans we took.

The iodine reference spectrum technique rarely worked.
We were forced to use a monochrometer to separately cal-
ibrate the wavelength of the laser. We will need to devel-
op a better method for wavelength calibration. The step-
per motor was attached by a band to a knob which is in
turn attached to the prism mounts that tune the laser by
an intricate series of bands. This caused the movement
of the prism to not necessarily precisely follow the turn-
ing of the knob or the stepping of the motor.

It is important to note that this research is not complete.
We now know that the equipment works and we know its
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M.1.T. Our Difference % Diff. Remarks
Lambda Lambda
(nm) {nm) (nm)
| 585.24878 585.2979 0.04912 0.0084
587.2149 | 587.2895 0.0746 0.0127
588.1895 588.184 0.0055 0.0009
588.995 588.876 0.119 0.0202 | Sodium
589.592 589.5342 0.0578 0.0098 | Sodium
590.2464 590.1249 0.1215 0.0206
590.6429 590.4962 0.1467 0.0248
£91.3633 591.2051 0.1582 0.0268
591.8914 591.7114 0.18 0.0304
594.48342 | 594.1755 | 0.30792 | 0.0518
596.1626 £95.6945 0.4681 0.0785
| 596.5474 596.1502 0.3972 0.0666
| 597.4628 | . 596.9266 0.5362 | 0.0898
§97.5534 §97.0616 0.4918 0.0823
598.7907 598.243 0.5477 0.0915
599.1678 598.5974 0.5701 0.0952
600.0951 £99.4582 0.6369 0.1062
602.99971 602.1417 0.85801 0.1424
607.43377 505.2925 1.14017 0.1879

Table 1
Wavelengths of the major optogalvanic signals from
neon that we detected in our experiment.

shortcomings. It is now possible to continue with the
next phase of the experiment, examining those electronic
states of titanium oxide and aluminum(T) fluoride near
ionization.
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ABSTRACT
This study used a polarimeter to filter out the contribution of scattered light to the net on-
axis transmission of electromagnetic radiation. The light from a Ne-He laser was scat-
tered by red blood cells (RBC). The difference in detected intensity with and without po-
larization filtering gave us a measure of the filtered light intensity. The scattering level
was varied by altering the distance between detector and samples, using erythrocytes
from three different species (dog, goat and human, which are known to have different
RBC sizes) and allowing the RBC from each species to shrink and swell osmotically.
The wavelength dependence of the filtered scattering intensity was determined using an
Art laser. The results obtained were in close agreement with the expected contribution of

scattered radiation to the net axial transmission.

INTRODUCTION
When an electromagnetic wave traverses a particulate me-
dium, it is attenuated by the processes of absorption and
scattering. In homogeneous media, the dominant attenu-
ation mechanics is absorption, while in heterogencous
media, such as biological membranes, each mechanism
plays a substantial role in the extinction process. A clear
understanding of these processes in biological molecules
is of substantial significance in photobiological studies.
Theoretical models of the optical properties of whole
blood have been instrumental in the design of practical
instruments such as hemoglobinometers and oximeters.!

Many theoretical models have been developed to describe
the propagation of electromagnetic radiation through tur-
bid media. 234 An underlying assumption in such the-
oretical models is that the scattered light, regardless of
the scattering angle, is excluded from the detected on-axis
transmission. 3 To do this experimentally, is difficult,
since all detectors collect some small solid angle around
the forward direction. This assumption is incorporated in
the design and construction of many optical detection
systems. Most conventional spectrophotometers are not
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his B.Sc., he plans to pursue a Ph.D. in medical physics.
Fred is a physics major and plans to pursue graduate
study in physics. Babak has earned a B.Sc. in physics
from the University of Texas at Austin and is currently a
graduate student in the Department of Biomedical Engi-
neering. This project came out of a summer research pro-
gram sponsored by the NSF-REU at UTSA.

designed to reject the contribution of scattered light at
small angles with respect to the on-axis transmission.
Such instruments are adequate for transmission/extinction
measurements involving scattering particles that have di-
mensions that are much smaller than the wavelength of
the incident radiation. When the scattering particles are
larger, however, the attenuation of the light in the medi-
um is dominated by Mie scattering, and the forward-
scattered light substantially influences the on-axis trans-
mission. 6

One solution to this problem is to collimate the incident
radiation, focus the light that is transmitted through the
medium on a pinhole and measure the intensity of the
light that is transmitted through the aperture. While this
method overcomes the existing problem, the alignment,
aberration of the lenses and the positioning of the optical
components could pose experimental problems in the
construction of spectrophotometers.

A more effective and practical solution to this problem is
to use polarized light. The incident beam is polarized be-
fore it traverses the turbid medium. The transmitted
beam is analyzed with a polarizer with a parallel orienta-
tion. The portion of the light that is scattered by the me-
dium changes its polarization and consequently is blocked
by the polarizer in the transmitted beam. The difference
between the intensity of the scattered light with and with-
out the polarization filtering gives us a measure of the
portion of the detected on-axis signal that was due to
scattering.
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Figure 1

Schematic view of the experimental set-up.

THEORETICAL BACKGROUND
Scattering is primarily the process of an elastic interac-
tion between radiation and the scattering medium in
which only the direction of propagation of the photon is
altered. Scattering effects are direct consequences of
physical inhomogeneities in the medium. The spatial
distribution and intensity of scattered light depend upon
the size and shape of the scattering centers relative to the
wavelength of the incident radiation and the difference in
refractive index between the medium and the scattering
elements.

One of the basic models used to study the atteiiuation of
light in turbid media is the Lambert-Beer law:

Te = exp[-(Zs + Z,) d], (1)

where Tg is the collimated transmittance, Zg is the ma-
croscopic scattering coefficient, Z, is the macroscopic ab-
sorption coefficient and d is the optical path length,
When this model is applied to extinction studies in
whole blood, the macroscopic scattering coefficients can
be approximated by 7.

Zg=Hog(1-H)/V
¢))
Ea=HGa)‘vs

where H is the hematocrit (the fractional volume of the
red blood cells (RBC) in whole blood after centrifugation,
ranging from 0 to 1), V is the volume of a single RBC,
and o and G, are the microscopic scattering and absorp-
tion cross sections. H/V then represents the density of
scattering elements. In low hematocrit samples, the ma-
croscopic scattering coefficients are proportional to the
density of scatterings with the microscopic cross sec-
tions as the constants of proportionality.

Since the wavelength of the He-Ne laser is between 400
and 625 times larger than the microscopic absorption
cross section”:8, we can approximate Equation 1 as:

Te =exp (-Z5 d) . 3)

As H approaches 0, we can substitute an approximation
of Equation 2 into Equation 3 to get:

Te = exp[-(H/V) o5 d] 4

The optical density of the sample, O.D..] can be found
by taking the log of 1/T¢, so Equation 4 can be rewritten
as:

OD.co1 = H/V o5d . &)

PREPARATION OF SUSPENSIONS
The procedure used to extract and prepare the red blood
cell suspension followed the steps outlined in an earlier
study of the scattering properties of RBC.!1 The blood
was obtained by performing venipuncture to withdraw ap-
proximately 20 ml of blood from males of three species
(goat, dog and human) that are known to have red blood
cells of different sizes. 1000 units of Heparin were added
to the samples to prevent coagulation. The samples were
then centrifuged at high speed for approximately 10 min-
utes to separate the RBC. The aliquots were then centri-
fuged to give a hematocrit of packed RBC. Small vol-
umes of the packed RBC were then re-suspended in a
hypertonic solution of 1.5% NaCl, an isotonic solution
of 0.9% NaCl and a hypotonic solution of 0.5% NaCl.
The suspension in the hypertonic and hypotonic saline
solutions allowed the RBC to osmotically shrink and
swell respectively, thereby altering the dimensions of the
scattering elements in the medium. The smaller goat
RBC, however, did not survive the osmotic swelling in
0.5% saline solution and complete hemolysis occurred.
The human and canine RBC were performed successfully
as no hemolysis occurred.

The blood plasma of the different species have different
indices of refraction due to the difference in protein con-
centration. Suspension of the RBC in NaCl had the add-
ed advantage of eliminating the refractive index of the
plasma as an uncontrolled variable. We shook the sam-
ples in room air to provide a high level of oxygenation
of the RBC suspensions. All measurements were made
on the same day that the blood was drawn and within 2
minutes after the sample was placed in the cuveltte.

3_

O.Déd. = -Log(T,)

o v T T L L
0 1 2 3 4 5

HIV (10A-8/ pumA3)

Figure 2
Logarithm of the collimated transmittance (0.D. o1 = -
log10T¢) vs. the hematocrit-to-cell volume ratio (H/V).
Data are from the canine RBC suspended in 0.9% saline
solution (isotonic) . The line is a fit through the origin.
The detector-sample separation was 11.6 cm.




VOLUME 11, NUMBER 1

THE JOURNAL OF UNDERGRADUATE RESEARCH IN PHYSICS 31

EXPERIMENTAL SETUP
Figure 1 is a schematic of the experimental setup used in
this study. A 7 mW He-Ne laser 9 was used as the pri-
mary source of the radiation because its spectral region is
of interest to the studies in oximetry and hemoglobino-
metery. An Ar+ laser 10, whose 5 W beam was attenuat-
ed to 100 mW before it was passed through the sample,
was used to provide a source of electromagnetic waves of
a different wavelength. The light beam initially passed
through a polarizing film and then passed through the
sample contained in a thin (140 pm) cuvette. Finally,
the beam passed through an analyzer that was fixed at
parallel position with respect to the first polarizer.

Earlier studies on the polarization properties of the He-Ne
laser showed that in a multi-mode low powered laser with
internal mirrors, the signal can fluctuate dramatically af-
ter it traverses a polarizing element due to mode com;lacli-
tion within the cavity as well as polarization flips.

To overcome this problem we devised a normalized detec-
tor12 where we measured the intensity of the beam before
it entered the sample as well as after it traversed the ana-
lyzer. The latter reading was then normalized with re-
spect to the first reading.

EXPERIMENTAL PROCEDURE
The absence of a contribution of scattered light in the de-
tected signal means that this signal is smaller when it is
filtered,hence the optical density (see Equation 5) ob-
tained with polarization filtering is larger. Figure 2 is a
graph of optical density vs H/V, the concentration of
RBC for canine blood cells suspended in 0.9% saline so-
lution. The squares represent data obtained with the pola-
rizer and the diamonds represent data taken without the
polarizer. The straight lines and smaller slope of the fil-
tered data verify Equation 5.

To help verify that we were indeed only eliminating scat-
tered radiation we altered the distance between the sample
and the detector. Figure 3 shows the correlation between
the measure of filtered scattered light and the sample-
detector separation. As the detector-sample separation in-
creases, the scattered light diverges while the unscattered
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Figure 3
Normalized scattered light intensity vs. detector-sample
separation for canine erythrocytes. The suspension was
2% hematocrit in isotonic (0.9% saline) solution.
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Figure 4
Normalized scattered light intensity vs. cell volume of
erythrocytes from the three species. The RBC's were
suspended in an isotonic solution. The detector-sample
separation was 17.6 cm.

light contribution should remain constant, causing the
filtered light intensity to drop with detector-sample separ-
ation.

Figure 4 shows our results when the cell volume chang-
es. Our results show that the scattering is directly pro-
portional to cell volume and would fall to zero if the vol-
ume were zero. To verify this, we used osmotically
shrunken and swollen RBC. Figure 5 shows a positive
correlation between the osmotically varied sizes of the
RBC and the level of filtered scattered radiation. As the
percent NaCl in solution increases, the cell size shrinks.
This shows that the microscopic scattering cross section
varies directly with the cell size.

The relationship between the level of on-axis scattered
light intensity and the wavelength of the incident visible
radiation is shown in Figure 6. The scattering decreases
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Figure 5
Normalized scattered light intensity vs. percent saline so-
lution for canine red blood cells. The data were taken
wi:g 2% hematocrit. Detector-sample separation was
17.6 cm.
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Figure 6
Normalized scattered light intensity vs. the laser wave-
length. The suspension was 2% hematocrit from the ca-
nine RBC suspended in isotonic (0.9% saline) solution.
The detector-sample separation was 25 cm.

with the increase in wavelength. With the Art light, the
RBC's are larger than the incident wavelength and the
scattering is therefore dominated by Mie scattering where
the forward scattered light substantially influences the on-
axis transmission.

The close agreement of the variation in the measure of
forward scattered radiation with the expected behavior ver-
ifies the effectiveness and validity of our method. Our
study, therefore, suggests that the use of polarization
techniques for separating the on-axis scattered light in
turbid media (such as biological tissue) can be imple-
mented in spectrometric measurements.
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